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Abstract. Petri net synthesis consists in deciding for a given transition system A whether there

exists a Petri net N whose reachability graph is isomorphic to A. Several works examined the

synthesis of Petri net subclasses that restrict, for every place p of the net, the cardinality of its

preset or of its postset or both in advance by small natural numbers ̺ and κ, respectively, such

as for example (weighted) marked graphs, (weighted) T-systems and choice-free nets. In this

paper, we study the synthesis aiming at Petri nets which have such restricted place environments,

from the viewpoint of classical and parameterized complexity: We first show that, for any fixed

natural numbers ̺ and κ, deciding whether for a given transition system A there is a Petri net

N such that (1) its reachability graph is isomorphic to A and (2) for every place p of N the

preset of p has at most ̺ and the postset of p has at most κ elements is doable in polynomial time.

Secondly, we introduce a modified version of the problem, namely ENVIRONMENT RESTRICTED

SYNTHESIS (ERS, for short), where ̺ and κ are part of the input, and show that ERS is NP-

complete, regardless whether the sought net is impure or pure. In case of the impure nets, our

methods also imply that ERS parameterized by ̺+ κ is W [2]-hard.
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1. Introduction

Petri net synthesis consists in deciding for a given transition system A whether there is a Petri net N
such that the reachability graph of N is isomorphic to A. In the event of a positive decision, a possible

solution N should be constructed, and in the event of a negative decision some reason(s) should be

produced if possible. Synthesis of Petri nets has applications in various fields: For example, it is used

to extract concurrency and distributability data from sequential specifications like transition systems

or languages [1]; it is applied in the field of process discovery to reconstruct a model from its execution

traces [2] and in supervisory control for discrete event systems [3]; and it is used for the synthesis of

speed-independent circuits [4].

The synthesis problem has been originally solved for the class of Elementary net systems [5],

relying on regions of transition systems, and has been found to be NP-complete for this class in [6].

Later on, this solution was extended to weighted P/T nets, as well as to weighted pure ones, for which,

however, the synthesis problem is solvable in polynomial time [7].

Since then, many studies have been carried out on the synthesis of structurally restricted subclasses

of Petri nets, which aim at improved (pre-) synthesis methods with regard to the specified subclass.

The most investigated subclasses of Petri nets include those that restrict the cardinality of the presets

or the postsets of the places by a priori fixed small natural numbers ̺ and κ, respectively. Among them

are especially the so-called (weighted or plain) marked graphs [8] (every place has exactly one pre-

and exactly one post-transition), the (weighted) T-systems [9] (every place has at most one pre- and

at most one post-transition) and, as a generalization of both, the (weighted) choice-free nets [10, 11]

(every place has at most one post-transition). These restrictions are initially motivated by the fact that,

from the theoretical point of view, the resulting net classes allow a rich and elegant theory with respect

to their structure as well as highly efficient analysis algorithms [9, 11, 12, 13, 14, 15]. From the

perspective of practical applications, they are particularly useful in, for example, some applications

like hardware design [4, 16] or as a proper model for systems with bulk services and arrivals [11].

On the other hand, as already mentioned, these classes have also been the subject of research aiming

at Petri net synthesis for many years [15, 17, 18, 19, 20, 21]. It turned out that these net classes

provide some very useful features like, for example, persistency of their reachability graphs [11] that

–if it comes to complexity issues– allow improved synthesis procedures that –instead of regions–

rather rely on some basic structural properties of the input transition system. Also the computational

complexity of synthesis depending on the desired subclass has been subject of this research: In [15],

for example, it has been shown that synthesis aiming at choice-free nets is polynomial, and in [22], for

example, it has been proved that synthesis aiming at weighted marked graphs (or weighted T -systems)

is polynomial when the input transition system is circular.

In this paper, we extend the research on the computational complexity of synthesis aiming at Petri

nets with restricted place environments: We show that, for any fixed natural numbers ̺ and κ, deciding

whether for a given transition system A there is a Petri net N such that (1) its reachability graph is

isomorphic to A and (2) for every place p of N the preset of p has at most ̺ and the postset of p has

at most κ elements may be done in polynomial-time. In a natural way, the question arises whether

synthesis remains polynomial if the bounds ̺ and κ are not fixed in advance, but are part of the input.

In this paper, we answer this question negatively and show first for the class of (impure) Petri nets that
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the corresponding decision problem (ENVIRONMENT RESTRICTED SYNTHESIS, ERS FOR SHORT)

is NP-complete. We obtain this result by methods that give also information about the parameterized

complexity of ERS parameterized by ̺ + κ (aiming at impure nets): The proof for the membership

of ERS implies that its parameterized version belongs to the complexity class XP. The NP-hardness

of ERS results from a polynomial-time reduction of the well-known problem HITTING SET, which

is also a valid parameterized reduction. Since HITTING SET is W [2]-complete, this implies that ERS

parameterized by ̺ + κ is W [2]-hard. Hence, ̺ + κ is unsuitable for fixed parameter tractability

(FPT)-approaches as pioneered in [23, 24].

This paper is an extended version of [25]. The main new result is the proof that ERS is NP-

complete even if we restrict the addressed net class to pure Petri nets. We obtain this result by a

reduction of the problem CUBIC MONOTONE 1 IN 3 3SAT, which cannot be derived from the reduc-

tion for the impure nets.

Further Related Work. For net classes for which the (underlying) unrestricted synthesis problem is

already NP-complete as, for example, it is the case for b-bounded Petri nets [26] or an overwhelming

amount of Boolean nets [27] the problem ERS (or its corresponding formulation) is also NP-complete.

This can easily be shown by a trivial reduction from the unrestricted to the restricted problem. In [28],

it has been shown that ERS, formulated for b-bounded Petri nets, is NP-complete even if κ = 1.

Moreover, in [29], it has been argued that the corresponding problem, although being in XP, is W [1]-
hard for these nets, when ̺ + κ is considered as a parameter. In [30, 31], it has been shown that

the parametrized complexity of (the Boolean formulation of) ERS is W [1]-hard or W [2]-hard for a

lot of Boolean Petri nets. However, neither of these results imply the ones provided by the current

paper.

This paper is organized as follows. Section 2 introduces necessary definitions and provides some

examples. After that, Section 3 provides the announced complexity results, and Section 4 provides

some results on the synthesis of pure place-environment restricted P/T nets. Finally, Section 5 briefly

closes the paper.

2. Preliminaries

In this section, we introduce relevant basic notions around Petri net synthesis and provide some exam-

ples.

Definition 2.1. (Transition Systems)

A (deterministic, labeled) transition system (TS, for short) A = (S,E, δ, ι) is a directed labeled graph

with the set of nodes S (called states), the set of labels E (called events), the partial transition function

δ : S × E −→ S and the initial state ι ∈ S. Event e occurs at state s, denoted by s e , if δ(s, e)

is defined. By s ¬e , we denote that e does not occur at s. We abridge δ(s, e) = s′ by s e s′ and

call the latter an edge. By s e s′ ∈ A, we denote that the edge s e s′ is present in A. We say A is

loop-free if s e s′ ∈ A implies s 6= s′. A sequence s0
e1 s1, s1

e2 s2, . . . , sn−1
en sn of edges is

called a (directed labeled) path (from s0 to sn in A). A is called initialized if, for every state s ∈ S,

we have s = ι or there is a path from ι to s.
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If a TSA is not explicitly defined, then we refer to its components by S(A) (states), E(A) (events),

δA (function), ιA (initial state). In this paper, we investigate whether a TS corresponds to the reacha-

bility graph of a Petri net. Since the latter are always initialized, we assume that all TS are initialized

without explicitly mentioning this each time. We shall only consider finite TS, i.e., that S andE (hence

also δ) are finite. Moreover, we consider TS A and B to be essentially the same when isomorphic:

Definition 2.2. (Isomorphic TS)

Two TS A = (S,E, δ, ι) and B = (S′, E, δ′, ι′) with the same set of events are isomorphic, denoted

by A ∼= B, if there is a bijection ϕ : S → S′ such that ϕ(ι) = ι′ and s e s′ ∈ A if and only if

ϕ(s) e ϕ(s′) ∈ B.

Starting from a certain behavior that is defined by a transition system, we look for a machine that

implements this behavior, namely a Petri net (more exactly a weighted P/T net):

Definition 2.3. (Petri Nets)

A Petri net N = (P, T, f,M0) consists of finite and disjoint sets of places P and transitions T , a

(total) flow f : ((P ×T )∪ (T ×P )) → N (interpreted as denoting the number of tokens absorbed and

produced by t on p) and an initial marking M0 : P → N (more generally, a marking is any function

M : P → N).

The preset of a place p is defined by •p = {t ∈ T | f(t, p) > 0}, thus comprising all the transitions

that produce tokens on p, while the postset of p is defined by p• = {t ∈ T | f(p, t) > 0}, thus

comprising all the transitions that consume tokens from p. Notice that •p ∩ p• is not necessarily

empty, but if this is true for each place p ∈ P the net is said pure. For ̺, κ ∈ N, we say p is (̺, κ)-
restricted if |•p| ≤ ̺ and |p•| ≤ κ; note that it is also possible to only constrain the size of •p or p•,

by considering (̺, |T |)-restricted and (|T |, κ)-restricted nets.

A transition t ∈ T can fire or occur in a marking M : P → N, denoted by M t , if M(p) ≥ f(p, t)
for all places p ∈ P . The firing of t in marking M leads to the marking M ′(p) = M(p) − f(p, t) +

f(t, p) for all p ∈ P , denoted by M t M ′. This notation extends to sequences w ∈ T ∗ and the

reachability set RS(N) = {M | ∃w ∈ T ∗ : M0
w M} contains all reachable markings of N . The

reachability graph of N is the TS AN = (RS(N), T, δ,M0), where for every reachable marking M

of N and transition t ∈ T with M t M ′ the transition function δ of AN is defined by δ(M, t) =M ′

(δ(M, t) being undefined if t may not fire in M ).

According to Definition 2.3, for every Petri net, there is a TS, that reflects the global behavior of

the net, namely its reachability graph. However, not every TS is the behavior of a Petri net and thus

the following decision problem arises:

SYNTHESIS

Input: A TS A = (S,E, δ, ι).

Question: Does there exist a Petri net N such that A ∼= AN?

If SYNTHESIS allows a positive decision, then we want to construct N purely from A: N is then

called a solution of A. When there is a solution, there are infinitely many of them, sometimes with



R. Devillers and R. Tredup / Synthesis with Restricted Place-environments 143

very different structure, and it may be interesting to restrict the target class of a synthesis problem, like

the (ρ, κ)-restricted class for instance. Note that, since we only consider a finite TSA, its solutions are

always bounded, meaning that, for some integer k, we have M(p) ≤ k for each place p and reachable

marking M . Since A and AN should be isomorphic, the events E of A become the transitions of N .

Note however that A does not allow to answer all questions about its solutions: since we work up to

isomorphism it is not possible to state if some marking is reachable or dominated, but since A is finite

it will be easy to answer such questions when N will be chosen.

The places, the flow and the initial marking of N , hence the solutions of A, originate from so-

called regions of the TS A.

Definition 2.4. (Region)

A region R = (sup, con, pro) of a TS A = (S,E, δ, ι) consists of three mappings support sup :

S → N, consume con : E → N and produce pro : E → N, such that if s e s′ is an edge of A,

then con(e) ≤ sup(s) and sup(s′) = sup(s) − con(e) + pro(e). The preset of R is defined by
•R = {e ∈ E | pro(e) > 0} and its postset by R• = {e ∈ E | con(e) > 0}. A region is pure if
•R ∩R• = ∅. For ̺, κ ∈ N, we shall say that R is (̺, κ)-restricted if |•R| ≤ ̺ and |R•| ≤ κ.

Remark 2.5. Notice that if R = (sup, con, pro) is a region of a TS A = (S,E, δ, ι), then R can

be obtained from sup(ι), con, and pro: Since A is initialized, for every state s ∈ S, there is a

path ι e1 . . . en sn such that s = sn. Hence, we inductively obtain sup(si+1) by sup(si+1) =
sup(si) − con(ei+1) + pro(ei+1) for all i ∈ {0, . . . , n − 1} and s0 = ι. For brevity, we shall often

use this observation and present regions only implicitly by sup(ι), con and pro. When a region will

be defined that way, it will be necessary to check that such a definition is coherent, i.e., each computed

support is non-negative and if two edges lead to the same state this also leads to the same support; such

checks will however be usually easy. For an even more compact presentation, for c, p ∈ N, we shall

group events with the same “behavior” together by T R
c,p = {e ∈ E | con(e) = c and pro(e) = p}.

Regions of the TS become places in a sought net if it exists: for a place R = (sup, con, pro) of

such a net, con(e) defines f(R, e), the number of tokens that e consumes from R, and pro(e) defines

f(e,R), the number of tokens that e produces on R, and sup(s) models (the number of tokens) M(R)
(that are on R) in the marking ϕ(s) = M of N that corresponds to state s of A via the isomorphism

ϕ between A and AN .

Definition 2.6. (Synthesized Net)

Every set R of regions of a TS A defines the synthesized net NR
A = (R, E, f,M0) with f(R, e) =

con(e), f(e,R) = pro(e) and M0(R) = sup(ι) for all R = (sup, con, pro) ∈ R and all e ∈ E.

In order to ensure that the input behavior A is correctly captured by a synthesized net N , meaning

that A and AN are identified by an isomorphism ϕ, we have to ensure that distinct states s 6= s′ of

A correspond to distinct markings ϕ(s) 6= ϕ(s′) of N . In particular, we need A to have the state

separation property, which means that its state separation atoms are solvable:
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Definition 2.7. (State Separation)

A pair (s, s′) (unordered) of distinct states of A defines a state separation atom (SSA). There are thus

|S| · (|S| − 1)/2 such SSA’s. A region R = (sup, con, pro) solves (s, s′) if sup(s) 6= sup(s′). We

say a state s is solvable if, for every s′ ∈ S \ {s}, there is a region that solves the SSA (s, s′). If every

SSA or, equivalently, every state of A is solvable then A has the state separation property (SSP).

Furthermore, we have to prevent the firing of a transition in a marking M , if its corresponding

event does not occur at the state s of A that corresponds to M via the isomorphism ϕ, that is, if s ¬e ,

then ϕ(s) ¬e , where ϕ(s) = M . In particular, A must have the event/state separation property,

meaning that all event/state separation atoms of A are solvable:

Definition 2.8. (Event/State Separation)

A pair (e, s) of event e ∈ E and state s ∈ S such that s ¬e defines an event/state separation atom

(ESSA). There are thus |S| · |E| − |δ| such ESSA’s (where |δ| is the number of pairs (s, e) such that

δ(s, e) is defined). A region R = (sup, con, pro) solves (e, s) if sup(s) < con(e). We say an event e

is solvable if, for all s ∈ S such that s ¬e , there is a region that solves the ESSA (e, s). If every ESSA

or, equivalently, every event of A is solvable then A has the event state separation property (ESSP).

Definition 2.9. (Admissible set)

A set R of regions of A is called admissible if it witnesses the SSP and the ESSP of A, that is, every

SSA and ESSA of A is solvable by a region R of R.

The next lemma, borrowed from [32, p. 162] but also present in [33], establishes the connection

between the existence of an admissible set R of A and the existence of a Petri net N whose rechability

graph is isomorphic to A. Notice that Petri nets correspond to the type of nets τPT in [32, p. 130].

Lemma 2.10. ([32])

If A is a TS and N a Petri net, then A ∼= AN if and only if there is an admissible set R of A and

N = NR
A .

By Lemma 2.10, deciding the existence of a sought net N for A is equivalent to deciding the existence

of an admissible set R of A. Moreover, since the regions R = (sup, con, pro) of R yield the places in

N = NR
A and the corresponding flow is defined by con and pro, the places ofN are (̺, κ)-restricted if

and only if every region R ∈ R is (̺, κ)-restricted. Eventually, this leads us to the following decision

problem, which is the main subject of this paper:

ENVIRONMENT RESTRICTED SYNTHESIS

Input: A TS A = (S,E, δ, ι) and two natural numbers ̺ and κ.

Question: Does there exist an admissible set R ofA such that every region R ∈ R satisfies

|•R| ≤ ̺ and |R•| ≤ κ?

Example 2.11. The TS A1 of Figure 1 has neither the SSP nor the ESSP: If R = (sup, con, pro)

is a region of A1, then the edge s0
a s0 requires sup(s0) = sup(s0) − con(a) + pro(a), implying

con(a) = pro(a). The latter implies sup(s1) = sup(s2) by sup(s2) = sup(s1) − con(a) + pro(a).
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Moreover, by s1
a , we have sup(s1) ≥ con(a) and thus sup(s2) ≥ con(a). Consequently, since R

was arbitrary, the SSA (s1, s2) and the ESSA (a, s2) are not solvable.

Example 2.12. The TS A2 of Figure 1 has the ESSP by triviality, since the only event a occurs at all

states of A2, but not the SSP: The SSA (s0, s1) is not solvable, since any region R = (sup, con, pro)
of A2 satisfies sup(s0) = sup(s1) − con(a) + pro(a) and sup(s1) = sup(s0) − con(a) + pro(a),
which implies sup(s0) = sup(s1).

Example 2.13. The TSA3 of Figure 1 has the ESSP and the SSP: The regionR1 = (sup1, con1, pro1),
which, according to Remark 2.5, is implicitly given by sup1(s0) = 1 and T R1

1,0 = {a} and T R1

0,0 = {b},

solves (a, s1), (a, s3), (s0, s1), (s0, s3), (s2, s1) and (s2, s3). We obtain R1 explicitly by sup1(s1) =
sup1(s0) − con1(a) + pro1(a) = 0 and sup1(s2) = sup(s0) − con1(b) + pro1(b) = 1 and

sup1(s3) = sup1(s2)− con1(a) + pro1(a) = 0.

Moreover, the region R2 = (sup2, con2, pro2), which is defined by sup2(s0) = sup2(s1) = 1,

sup2(s2) = sup2(s3) = 0 and T R2

1,0 = {b} and T R2

0,0 = {a}, solves the remaining SSA (s0, s2) and

(s1, s3) and ESSA (b, s2) and (b, s3) of A.

The TS A3 has also the region R3 = (sup3, con3, pro3) defined by sup3(si) = 1 for all i ∈
{0, 1, 2, 3} and T R3

1,1 = {a} and T R3

0,0 = {b}.

A1 : s0 s1 s2a
b a

A2 : s0 s1

a

a
A3 :

s0 s1

s2 s3

a

bb

a

Figure 1. The TS A1 (Example 2.11), A2 (Example 2.12) and A3 (Example 2.13) (initial states are indicated

in bold).

N1 :

R1 a
1

R3

1

1

R2 b
1

AN1
:

111 011

101 001

a

bb

a

Figure 2. Left: The Petri Net N1 with initial marking M0(R1)M0(R2)M0(R3) = 111 and (1, 1)-restricted

places. Right: The reachability graph AN1
.

N2 :

R1 a
1

R2 b
1

AN2
:

11 01

10 00

a

bb

a

Figure 3. Left: The Petri Net N2 with initial marking M0(R1)M0(R2) = 11 and (0, 1)-restricted places.

Right: The reachability graph AN2
.
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Since R1 and R2 solve all SSA and ESSA both of R1 = {R1, R2, R3} and R2 = {R1, R2}
are admissible sets of A3. Figure 2 shows the synthesized net N1 = NR1

A3
whose places are (1, 1)-

restricted, but not (0, 1)-restricted, since |•R3| = |{a}| = 1. The reachability graph AN1
is sketched

on the right hand side of Figure 2 and it is isomorphic to A3. The isomorphism ϕ is given by ϕ(s0) =
111, ϕ(s1) = 011, ϕ(s2) = 101 and ϕ(s3) = 001. However, the input (A3, 0, 1) for ENVIRONMENT

RESTRICTED SYNTHESIS allows a positive decision, because the admissible set R2 satisfies |•R| = 0
and |R•| = 1 for all R ∈ R2. Figure 3 shows the synthesized net N2 = NR2

A3
(left) and its reachability

graph AN2
(right).

3. The computational complexity of ENVIRONMENT RESTRICTED

SYNTHESIS

The following theorem provides the main contribution of this section:

Theorem 3.1. Environment Restricted Synthesis is NP-complete.

In order to prove Theorem 3.1, we have to show that ERS is in NP and that it is NP-hard. The

following Section 3.1 is dedicated to the membership in NP. The corresponding proof basically extends

the deterministic polynomial-time algorithm for the (unrestricted) SYNTHESIS to a non-deterministic

algorithm for ERS. The applied methods also show that, for any fixed ̺ and κ, environment restricted

synthesis can be done in polynomial-time. After that, Section 3.2 deals with the hardness part and

provides a polynomial reduction of the HITTING SET problem.

3.1. Environment Restricted Synthesis is in NP

In this section, we show that ERS belongs to the complexity class NP. In order to obtain a fitting non-

deterministic algorithm for ERS, we extend the deterministic approach for the (unrestricted) SYNTHE-

SIS, which, for example, has been presented in [32]. The tractability of SYNTHESIS is based on the fact

that the solvability of a single (state or event/state) separation atom α of a given TSA = (S,E, δ, ι) is

polynomial-time reducible to a system Lα composed of a polynomial number of linear equations and

inequalities on rational variables. Such a system can be solved or decided unsolvable in polynomial-

time by Khachiyan’s method and theorem [34, pp. 168-170]. Since A has at most |E| · |S| + |S|2

separation atoms, it follows that deciding the solvability ofA by deciding the solvability of every atom

via the solvability of its corresponding systems Lα, yields a deterministic polynomial-time algorithm

for SYNTHESIS (as well as a method to produce a solution when the decision is positive). For a sepa-

ration atom α, our approach extends the aforementioned system Lα non-deterministically to a system

L′
α. The additional linear inequalities encode the restriction requirements: L′

α is solvable if and only

if there is a properly restricted region that solves α. The size of L′
α is still polynomially bounded by

the size of A and can again be solved with Khachiyan’s method. Hence, the membership of ERS in

NP follows.

In the following, unless explicitly stated otherwise, let (A, ̺, κ) be an arbitrary but fixed input of

ERS with TS A = (S, {e1, . . . , en}, δ, ι), and let α be an arbitrary but fixed separation atom of A.

In order to develop the announced approach, we first briefly recapitulate the deterministic approach to
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solve α by a region, which is not necessarily restricted. While we are only informally providing the

intended functionality of all equations and inequalities presented, the formal proofs for the corre-

sponding statements can be found in [32]. After that, we introduce the announced extension of this

approach.

First, by Remark 2.5, a region R = (sup, con, pro) is completely defined by sup(ι), con and pro,

i.e., by 2 · n+ 1 variables. Hence, R can be identified with a vector

x = (sup(ι), con(e1), . . . , con(en), pro(e1), . . . , pro(en)) ∈ N
2n+1

The aforementioned system Lα essentially consists of two parts: The first part consists of equa-

tions and inequalities that ensure that a solution can be interpreted as a region at all. Among others,

this part encompasses equations that result from fundamental cycles, which are defined by chords of a

spanning tree of A. The second part consists of an inequality that ensures that such a region actually

solves α.

A spanning tree of a TS is a sub-TS whose underlying undirected and unlabeled graph is a tree in

the common graph-theoretical sense that is rooted at ι:

Definition 3.2. (Spanning tree, chord)

A spanning tree A′ = (S,E′, δ′, ι) of the TS A is a loop-free TS such that, for all s, s′ ∈ S and all

e ∈ E′ the following is satisfied: (1) if s e s′ ∈ A′, then s e s′ ∈ A; (2) either s = ι or there is

exactly one directed labeled path Ps from ι to s in A′. An edge s e s′ that is present in A but not in

A′ is called a chord (for A′).

In the following, let A′ be an arbitrary but fixed spanning tree of A. By Definition 3.2, A′ contains

|δ′| = (|S| − 1) edges, and (|δ| − |S| + 1) chords. Moreover, for every state s ∈ S \ {ι}, there is

exactly one path Ps from ι to s in A′. In order to count, for every event e ∈ E, the number of its

occurrences along Ps, we use a Parikh-vector:

Definition 3.3. (Parikh-vector)

Let s ∈ S, and let Ps = ι ei1 . . . eim s be the unique path from ι to s in A′ if s 6= ι. The Parikh-vector

ψs (of s in A′) is the mapping ψs : {e1, . . . , en} → N defined, for every e ∈ {e1, . . . , en}, by

ψs(e) =

{

|{ℓ | eiℓ = e and ℓ ∈ {1, . . . ,m}}|, if s 6= ι

0, otherwise

For convenience we denote ψs = (ψs(e1), . . . , ψs(en)).

The chords for A′ define so-called fundamental cycles:

Definition 3.4. Let t = s e s′ be a chord for A′. The fundamental cycle ψt (of t) is the mapping

ψt : {e1, . . . , en} → Z defined, for all i ∈ {1, . . . , n}, by

ψt(ei) =

{

ψs(ei)− ψs′(ei), if ei 6= e

ψs(e) + 1− ψs′(e), otherwise

For convenience, we denote ψt = (ψt(e1), . . . , ψt(en)).
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A region R = (sup, con, pro) of A is completely defined from sup(ι) and con, pro as follows:

If ι a1 s1
a2 . . . am s is the unique path Ps from ι to s in A′, then

sup(s) = sup(ι)− con(a1) + pro(a1) · · · − con(am) + pro(am) (1)

If we define z = (pro(e1)− con(e1), . . . , pro(en)− con(en))(∈ Z
n), then Equation 1 reduces to

sup(s) = sup(ι) + ψs · z (2)

with the classical scalar product of two vectors in Z
n: (x1, . . . , xn)·(y1, . . . , yn) = x1·y1+· · ·+xn·yn.

Armed with these notions, we are now able to introduce Lα. For the sake of simplicity, we first

restrict ourselves to the case that α equals an (arbitrary but fixed) ESSA (ej , q) of A, where j ∈
{1, . . . , n}. We will see later that the following arguments also apply to SSA.

For every fundamental cycle ψt of A′, Lα has the following equation:

ψt · (xn+1 − x1, . . . , x2n − xn) = 0 (3)

Each variable must be nonnegative, hence

0 ≤ x0
︸︷︷︸

sup(ι)

∧ ∀i ∈ {1, . . . , n} : 0 ≤ xi
︸︷︷︸

con(ei)

∧ 0 ≤ xn+i
︸︷︷︸

pro(ei)

(4)

Moreover, for all s ∈ S and i ∈ {1, . . . , n} with s ei in A (where ei is not necessarily defined at

s in A′), Lα has the following inequalities:

0 ≤ x0 + ψs · (xn+1 − x1, . . . , x2n − xn)
︸ ︷︷ ︸

sup(s)

− xi
︸︷︷︸

con(ei)

(5)

Finally, for the ESSA α, Lα has following inequality:

x0 + ψq · (xn+1 − x1, . . . , x2n − xn)
︸ ︷︷ ︸

sup(q)

− xj
︸︷︷︸

con(ej)

< 0 (6)

If R solves α, then y = (sup(ι), con(e1), . . . , con(en), pro(e1), . . . , pro(en)) solves Lα: Equa-

tion 3 follows by Proposition 6.16 of [32]; Equation 4, Equation 5 and Equation 6 follow from

Equation 2, the definition of regions, implying sup(ι) ≥ 0 and con(ei) ≤ sup(s) for every state

s of A at which ei occurs, and the fact that R solves α, implying sup(q) < con(ej) and thus

sup(q)− con(ej) < 0.

Furthermore, if x = (x0, x1, . . . , xn, xn+1, . . . , x2n) is an integer solution of the system Lα,

then (sup(ι), con(e1), . . . , con(en), pro(e1), . . . , pro(en)) = x (implicitly) defines a region of A that

solves α [32]: Equation 3, ensures that defining sup(s) for all s ∈ S according to Equation 2 yields

a support sup that satisfies sup(s′) = sup(s) − con(e) + pro(e) for every edge s e s′ of A (no

incoherence may occur from different paths to the same state). Equation 4 ensures a valid support
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value for ι. Equations 5 ensures sup(s) ≥ con(ei) if the event ei occurs at s in A and, by sup(ι) ≥ 0,

the equations also ensure sup(s) ≥ 0 for all s ∈ S. Hence, the result R = (sup, con, pro) is a

well-defined region of A. Moreover, Equation 6 implies that R solves α.

Consequently, an integer vector x solves the system built by the Equations 1-6 if and only if

x = (sup(ι), con(e1), . . . , con(en), pro(e1), . . . , pro(en)) for some region R = (sup, con, pro) of A
that solves α.

For an SSP α = (s, s′), we simply have to replace constraint (6) by the following, which expresses

that the corresponding supports are different

(ψs − ψs′) · (xn+1 − x1, . . . , x2n − xn) 6= 0 (7)

The solution of each separation problem (decision and construction if positive) thus always amounts

to solving an integer linear programming (ILP for short) problem [35], of a size linear in the size of A
(without an economic function to optimize, but we may always add a null function for that). It may

also be considered as an instance of a satisfiability modulo theory (SMT for short) [36]. There are

many ILP- or SMT-solvers1 that may be used to solve such systems. Note that, in practice, it is not

necessary to handle each separation problem from scratch: it is a good idea to first check if one of the

regions found previously does not also solve the separation atom at hand. It is also possible to handle

the various separation problems in parallel, and if A presents some symmetries it is often possible to

use them to simplify the searches.

Those problems are generally NP-complete, hence they are always in NP, but some subclasses

may be polynomial and this is the case in our context. Indeed, it may be observed that our systems are

homogeneous (no constant arises, but 0). Hence, if we have a solution, we shall get another one by

multiplying the first one by a strictly positive scalar. That means that, instead of searching a solution

in the integer domain, we may always search one in the rational domain, and afterwards multiply it

by an adequate factor to get an integer solution. Moreover, since there is a single strict constraint

(the one corresponding to the separation property under consideration), we may always replace the

constraint expr < 0 by expr ≤ −1 and replace each SSA system by two systems with expr ≤ −1
and expr ≥ 1. The reason for the replacement is that in the rational domain, there are polynomial

algorithms to solve such systems of linear constraint, like Khachiyan’s method [34, pp. 168-170].

Now let’s deduce the announced non-deterministic polynomial-time algorithm that decides whether

α is solvable by a (̺, κ)-restricted region. If R is such a region, that is, |•R| ≤ ̺ and |R•| ≤ κ, then

there are at most ̺ indices i1, . . . , i̺ ∈ {1, . . . , n} and at most κ indices j1, . . . , jκ ∈ {1, . . . , n},

such that pro(eiℓ) > 0 for all ℓ ∈ {1, . . . , ̺} and con(ejk) > 0 for all k ∈ {1, . . . , κ}, respectively.

In particular, for all i ∈ {1, . . . , n} \ {i1, . . . , i̺} and all j ∈ {1, . . . , n} \ {j1, . . . , jκ}, the searched

vector x solves the following equations, in addition to (3) - (6 or 7):

xj = 0 (8)

xi+n = 0 (9)

1If a solver does not allow strict comparators, it is always possible to replace “< 0” by “≤ −1”, and “6= 0” by two systems,

one with “≤ −1” and one with “≥ 1”
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The corresponding system L′
α is still homogeneous, and again it has an integer solution if and only if

it has a rational solution which may be decided and constructed in polynomial time in term of the size

of A. The corresponding region R will then be a (̺, κ)-restricted region of A solving the separation

problem α, detected and built polynomially.

Obviously, if R exists, then a Turing machine T can guess the indices i1, . . . , i̺ and j1, . . . , jκ
in a non-deterministic computation. After that, T can deterministically construct L′

α and compute an

integer solution x, if it exists. The construction of L′
α (after the aforementioned indices are guessed)

and the computation of a solution x of L′
α as well as the verification that x actually defines a sought

region are doable in polynomial-time. Altogether, we have argued, that the solvability of a separation

property of A by a (̺, κ)-restricted region can be decided by a non-deterministic Turing-machine in

polynomial-time.

Let m = |A| denote the size of the input TS A = (S,E, δ, ι), implying |E| = n ≤ m. If

̺ and κ are fixed in advance, then there are
(n
̺

)
and

(n
κ

)
possibilities to choose {ei1 , . . . , ei̺} and

{ej1 , . . . , ejκ}, respectively. Hence, in order to decide whether α is solvable by a properly restricted

region, we have to check the solvability of at most O(m̺+κ) systems of equations and inequalities like

the ones discussed above. For every system, its construction and the test of its solvability can be done

deterministically in time polynomial in m. Moreover, every solution of a system implies a solving

region and there are at most |S| · |E| + |S|2 separation atoms (and this number obviously depends

polynomially on m). Finally, by Lemma 2.10, any admissible set R implies already a sought net

N = NR
A . Therefore, this implies that there is a constant c and an algorithm that (deterministically)

solves ERS in time O(m̺+κ+c) and we have the following corollary:

Corollary 3.5. For any fixed natural numbers ̺ and κ, there is a constant c and an algorithm that runs

in time O(mc) and decides whether for a given transition system A there is a Petri net N such that

(1) the reachability graph of N is isomorphic to A and (2) every place p of N satisfies |•p| ≤ ̺ and

|p•| ≤ κ and, in the event of a positive decision, constructs a sought net N .

From the well-known symmetry property
(
n
k

)
=

(
n

n−k

)
, we deduce more generally that

Corollary 3.6. For any fixed natural numbers ̺ and κ, there is a polynomial algorithm that decides

whether for a given transition system A there is a Petri net N such that (1) the reachability graph of

N is isomorphic to A and (2) every place p of N satisfies |•p| ≤ n1 and |p•| ≤ n2 and, in the event

of a positive decision, constructs a sought net N , for the pairs (n1, n2) = (̺, κ) or (|E| − ̺, κ) or

(̺, |E| − κ) or (|E| − ̺, |E| − κ) or (|E|, κ) or (̺, |E|) or (|E|, |E| − κ) or (|E| − ̺, |E|).

This argument is valid if ̺ and κ are fixed in advance, but might fail in some cases where ̺ and

κ rely on the size of the TS A to be solved. For instance, if ̺ = |E|/2, there are
( |E|
|E|/2

)
ways to

choose {ei1 , . . . , ei|E|/2
}, and

( |E|
|E|/2

)
grows like (4|E|)/

√

π · |E|/2, hence exponentially (it is close

to the Catalan number C|E|/2). This is not a proof that the problem is exponential and not polynomial,

since there could be another way to tackle the problem, but should make us suspicious. And we shall

show in the next subsection that the problem is indeed NP-complete when ̺ and κ are given together

with A.
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3.2. Environment Restricted Synthesis is NP-hard

In order to complete the proof of Theorem 3.1, it remains to show that ERS is NP-hard. Our proof

of the NP-hardness will be based on a polynomial-time reduction of the hitting set problem, which is

known to be NP-complete (see [37]):

HITTING SET (HS)

Input: A triple (U,M, λ) that consist of a finite set U, a set M = {M0, . . . ,Mm−1} of

subsets of U and a natural number λ.

Question: Does there exist a hitting set S for (U,M), that is, some subset S ⊆ U such

that S ∩Mi 6= ∅ for all i ∈ {0, . . . ,m− 1}, that satisfies |S| ≤ λ?

Example 3.7. The instance (U,M, 3) such that U = {X0,X1,X2,X3} and M = {M0, . . . ,M5},

where M0 = {X0,X1}, M1 = {X0,X2}, M2 = {X0,X3}, M3 = {X1,X2}, M4 = {X1,X3} and

M5 = {X2,X3}, allows a positive decision: S = {X0,X1,X2} is a suitable hitting set.

In the remainder of this section, until stated explicitly otherwise, let (U,M, λ) be an arbitrary

but fixed input of HS such that U = {X0, . . . ,Xn−1} and M = {M0, . . . ,Mm−1}, where Mi =
{Xi0 , . . . ,Ximi−1

} (and thus |Mi| = mi) for all i ∈ {0, . . . ,m − 1}. For technical reasons, we

assume without loss of generality that i0 < · · · < imi−1 for the elements Xi0 , . . . ,Ximi−1
of the set

Mi for all i ∈ {0, . . . ,m − 1}. Moreover, still for technical reasons, we assume that λ ≥ 5. Notice

that this is not a restriction of the generality, since the hitting set problem is polynomial for every fixed

λ [38].

Remark 3.8. Obviously, the input of Example 3.7 does not satisfy λ ≥ 5. However, in order to

be able to provide a complete example of the reduction despite the space restrictions, this input is

deliberately chosen to be small.

The Reduction. In order to prove the hardness part of Theorem 3.1, we start from input (U,M, λ)
and construct an input (A, ̺, κ) such that the elements of U (plus some others) occur as events in the

TS A. Moreover, by construction, the TS A has an ESSA α such that the following implication is

true: If R = (sup, con, pro) is a region such that |•R| ≤ ̺ and |R•| ≤ κ that solves α, then the set

S = {X ∈ U | pro(X) > 0} is a sought HS with at most λ elements for (U,M). Consequently,

if (A, ̺, κ) allows a positive decision, then there is an admissible set of regions R whose pre- and

postsets are accordingly restricted. In particular, there is a region R ∈ R that solves α and thus

proves that (U,M, λ) also allows a positive decision. Conversely, we argue that if (U,M, λ) has a

fitting hitting set, then there is an admissible set R of A such that |•R| ≤ ̺ and |R•| ≤ κ for all

R ∈ R. Altogether, this approach proves that (U,M, λ) is a yes-instance if and only if (A, ̺, κ) is a

yes-instance. Hence, if we were to have a polynomial algorithm to decide ERS, we would also have

one for HS, which is impossible.

First of all, we define ̺ = 2 · λ and κ = λ + 1. Notice that this implies ̺ ≥ 10 and κ ≥ 6, since

we assume λ ≥ 5. However, that does not restrict the generality, since ERS is polynomial for any

fixed integers. Figure 4 provides a complete example for the following construction, which is based

on the input of Example 3.7. The TSA has, for every i ∈ {0, . . . ,m−1}, the following gadget Ti that
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f0,0 f0,1

k

k0

z0
f1,0 f1,1

k

k1

z1
f2,0 f2,1

k

k2

z2

⊤0 ⊤1 ⊤2

b0 b1 b2

⊥0

⊥1

⊥2

⊥3

⊥4

⊥5

t0,0 t0,1 t0,2 t0,3 t0,4

t1,0 t1,1 t1,2 t1,3 t1,4

t2,0 t2,1 t2,2 t2,3 t2,4

t3,0 t3,1 t3,2 t3,3 t3,4

t4,0 t4,1 t4,2 t4,3 t4,4

t5,0 t5,1 t5,2 t5,3 t5,4

y0 k X0 X1 k

y1 k X0 X2 k

y2 k X0 X3 k

y3 k X1 X2 k

y4 k X1 X3 k

y5 k X2 X3 k

a0

a1 a2

w1

w2

w3

w4

w5

u1

u2

u3

u4

u5

g1,0

g1,1

u1v1

g2,0

g2,1

u2v2

g3,0

g3,1

u3v3

g4,0

g4,1

u4v4

g5,0

g5,1

u5v5

△1 △2 △3 △4 △5

d1 d2 d3 d4 d5

c1

c2 c3 c4 c5

Figure 4. The TS A with initial state ⊥0 that results from Example 3.7. Based on the 3-HS {X0, X1, X2} for

(U,M), the colored area sketches the regionR1 of Fact 3.10 that solves (k, t0,1): the support of the states in the

green colored area equals 1, states in the blue colored area have support 2, and the other ones have support 0.

represents the set Mi = {Xi0 , . . . ,Ximi−1
} by using its elements as events (between two occurrences

of the event k):

Ti = ti,0 ti,1 . . . ti,mi+1 ti,mi+2
k Xi0

Ximi−1 k

In particular, T0 provides the ESSA α = (k, t0,1). Additionally, the states ti,1 and ti+1,1 are connected

by an ui+1-labeled edge ti,1
ui+1 ti+1,1 for all i ∈ {0, . . . ,m−2}. Moreover, for every i ∈ {0, . . . , λ−

1}, the TS A has the gadget Fi and, for every j ∈ {1, . . . ,m − 1}, it has the gadget Gj that uses the

event uj again:
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Fi = fi,0 fi,1

k

ki

zi
Gj = gj,0 gj,1

uj

vj

The functional part of A is given by the introduced gadgets. The initial state of A is ⊥0. In order

to connect the gadgets, we use the following edges that introduce fresh events and states: For every

i ∈ {0, . . . ,m−1}, the TSA has the edges ⊥i
yi ti,0 and, if i < m−1, the edge ⊥i

wi+1 ⊥i+1; the TS

A has the edge ⊥0
a0 ⊤0 and, for every i ∈ {0, . . . , λ−1}, it has the edge ⊤i

bi fi,0 and, if i < λ−1,

it has the edge ⊤i
ai+1 ⊤i+1; the TS A has the edge ⊥0

c1 △1 and, for every i ∈ {1, . . . ,m − 1}, it

has the edge △i
di gi,0 and if i < m− 1, then it has the edge △i

ci+1 △i+1. By S and E we refer to

the (set of) states and (set of) events of A, respectively.

Lemma 3.9. If there is an admissible set of (̺, κ)-restricted regions for A, then there is a hitting set

with at most λ elements for (U,M).

Proof:

Let R be an admissible set of A that satisfies |•R| ≤ ̺ and |R•| ≤ κ for all R ∈ R. Since R
is admissible, there is an accordingly restricted region that solves the atom α = (k, t0,1). Let R =
(sup, con, pro) be such a region, that is con(k) > sup(t0,1), |

•R| ≤ 2 · λ and |R•| ≤ λ + 1. In the

following, we argue that S = {X ∈ U | pro(X) > 0} defines a sought hitting set for (U,M).

Since k occurs at t0,0 and R solves α, the following is true:

(1) con(k) ≤ sup(t0,0)
(2) sup(t0,1) = sup(t0,0)− con(k) + pro(k)
(3) con(k) > sup(t0,1).

By combining (1) and (2), we obtain sup(t0,1) ≥ pro(k). If we combine the latter with (3), then we

get con(k) > pro(k). For all i ∈ {0, . . . , λ − 1}, by con(k) > pro(k) and fi,0
k fi,1, we conclude

sup(fi,0) > sup(fi,1), since sup(fi,1) = sup(fi,0) − con(k) + pro(k). This implies con(ki) >
pro(ki) as well as con(zi) < pro(zi); thus ki ∈ R• and zi ∈

•R for all i ∈ {0, . . . , λ − 1}. Since

k ∈ R•, this implies already |R•| = λ + 1. In particular, no further event can be a member of R•.

Let i ∈ {1, . . . ,m − 1} be arbitrary but fixed. If pro(ui) > con(ui), then we obtain sup(gi,0) >

sup(gi,1) and thus con(vi) > pro(vi) by gi,1
ui gi,0 and gi,0

vi gi,1. This would imply vi ∈ R• and

|R•| ≥ λ + 2, a contradiction. Hence, we have pro(ui) ≤ con(ui). By ti−1,1
ui ti,1, this implies

sup(ti−1,1) ≥ sup(ti,1). Since i was arbitrary, we get sup(t0,1) ≥ sup(t1,1) ≥ · · · ≥ sup(tm−1,1).
By con(k) > sup(t0,1), this implies con(k) > sup(ti,1) for all i ∈ {0, . . . ,m − 1}. Furthermore,

since ti,mi+1
k , we have con(k) ≤ sup(ti,mi+1) for all i ∈ {0, . . . ,m − 1}. Consequently, there

has to be at least one event X ∈ {Xi0 , . . . ,Ximi−1
} such that pro(X) > 0. This implies S ∩Mi 6= ∅

for all i ∈ {0, . . . ,m − 1}, where S = {X ∈ U | pro(X) > 0}. Moreover, since zi ∈
•R for all

i ∈ {0, . . . , λ − 1} and S ⊆ •R and |•R| ≤ 2 · λ, we have that |S| ≤ λ. This proves the claim and

thus the lemma. ⊓⊔
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In order to show that all ESSA are solvable by (̺, κ)-restricted regions, provided there is a fitting

hitting set for (U,M), we treat the events of A individually. Recall that an event is solvable if all its

corresponding ESSA are solvable (Definition 2.8). Moreover, for a region R = (sup, con, pro) of A,

the set T R
c,p contains the events e ∈ E such that (con(e), pro(e)) = (c, p) (Remark 2.5).

Fact 3.10. If there is a hitting set with at most λ elements for (U,M), then the event k is solvable by

(̺, κ)-restricted regions.

Proof:

Let S be a hitting set with at most λ elements for (U,M).

The following region R0 = (sup0, con0, pro0) solves (k, s) for all s ∈
⋃m−1

i=1 S(Gi) and all

s ∈ {⊤0, . . . ,⊤λ−1} and all s ∈ {△1, . . . ,△m−1}: sup0(⊥0) = 1 and T R0

1,1 = {k} and T R0

0,1 =

{b0, . . . , bλ−1} and T R0

1,0 = {a0, c1} and T R0

0,0 = E \ (T R1

1,1 ∪ T R1

0,1 ∪ T R1

1,0 ). This region satisfies

|•R0| = λ+ 1 ≤ 2 · λ and |R•
0| = 3.

The following region R1 = (sup1, con1, pro1) solves α = (k, t0,1) and, moreover, (k, s) for

all s ∈ {fi,1 | i ∈ {0, . . . , λ − 1}}: sup1(⊥0) = 1; T R1

1,0 = {k, k0, . . . , kλ−1} and T R1

0,1 = S ∪

{z0, . . . , zλ−1} and T R1

0,0 = E \ (T R1

1,0 ∪ T R1

0,1 ). This region satisfies |•R1| ≤ 2 · λ, since |S| ≤ λ, and

|R•
1| = λ+ 1.

The following region R2 = (sup2, con2, pro2) solves α = (k, s) for all s ∈ {ti,1, ti,mi+2 | i ∈
{0, . . . ,m − 1}}: sup2(⊥0) = 2 and T R2

1,0 = {k, k0, . . . , kλ−1} and T R2

0,1 = {z0, . . . , zλ−1} and

T R2

0,0 = E \ (T R2

1,0 ∪ T R2

0,1 ). This region satisfies |•R1| = λ ≤ 2 · λ and |R•
1| = λ+ 1.

The next region R3 = (sup3, con3, pro3) solves (k, s) for s = ⊥0 and all s ∈ {t0,2, . . . , t0,m0
}:

sup3(⊥0) = 0 and T R3

1,1 = {k} and T R3

0,1 = {y0, u1,X0m0−1
, a0, c1}} and T R3

0,2 = {w1} and T R3

1,0 =

{X00 , v1} and T R3

0,0 = E \ (T R3

1,1 ∪ T R3

0,1 ∪ T R3

0,2 ∪ T R3

1,0 ).

Let i ∈ {1, . . . ,m − 1} be arbitrary but fixed. The following region R4 = (sup4, con4, pro4)
solves (k, s) for all s ∈ {⊥i, ti,2, . . . , ti,mi}: sup4(⊥0) = 2 and T R4

1,1 = {k} and T R4

2,0 = {wi}

and T R4

0,2 = {wi+1} and T R4

0,1 = {yi, vi, ui+1,Ximi−1
} and T R4

1,0 = {ui, vi+1,Xi0} and T R4

0,0 =

E \ (T R4

1,1 ∪ T R4

2,0 ∪ T R4

0,2 ∪ T R4

0,1 ∪ T R4

1,0 ). By the arbitrariness of i, this proves the solvability of k. ⊓⊔

Fact 3.11. If e ∈ {u1, . . . , um−1}, then e is solvable by (̺, κ)-restricted regions.

Proof:

Let i ∈ {1, . . . ,m − 1} be arbitrary but fixed. The following region R5 = (sup5, con5, pro5) solves

(ui, s) for all states s ∈ S \ (S(Ti−1)∪{gi−1,0}) with s ¬ui : If i = 1, then sup5(⊥0) = 1, otherwise

sup(⊥0) = 0; if i = 1, then T R5

1,0 = {ui, wi, vi−1} ∪ {a0, c1}, else T R5

1,0 = {ui, wi, vi−1}; and

T R5

0,1 = {wi−1, ui−1, di−1, vi} and T R5

0,0 = E \ (T R5

1,0 ∪ T R5

0,1 ).

Region R6 = (sup6, con6, pro6) solves (ui, s) for all s ∈ {⊥i−1, ti−1,0} and if i ≥ 2, then

for s ∈ {gi−1,0}: sup6(⊥0) = 0 and T R6

1,1 = {ui} and T R6

0,1 = {di, k, k0, . . . , kλ−1} and T R6

1,0 =

{z0, . . . , zλ−1} and T R6

0,0 = E \ (T R6

1,1 ∪T R6

0,1 ∪T R6

1,0 ). Notice that |•R6| = λ+3 ≤ 2 · λ, since λ ≥ 6,

and |R•
6| = λ+ 1.
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Finally, the region R7 = (sup7, con7, pro7) solves (ui, s) for all s ∈ {ti−1,2, . . . , ti−1,mi+2}:

sup7(⊥0) = 1 and T R7

1,1 = {ui} and T R7

1,0 = {Xi0} and T R7

0,0 = E \ (T R7

1,1 ∪ T R7

1,0 ). This completes

solving ui and, by the arbitrariness of i, this proves the solvability for all e ∈ {u1, . . . , um−1}. ⊓⊔

Fact 3.12. If e ∈ {X0, . . . ,Xn−1}, then e is solvable by (̺, κ)-restricted regions.

Proof:

Let i ∈ {0, . . . , n − 1} be arbitrary but fixed. Moreover, let j, ℓ ∈ {0, . . . ,m − 1} be arbitrary but

fixed such that Xi 6∈Mj and Xi ∈Mℓ.

The next regionR8 = (sup8, con8, pro8) solves (Xi, s) for s = ⊥j and all s ∈ {tj,0, . . . , tj,mj+2}:

If j = 0, then sup8(⊥0) = 0, otherwise sup(⊥0) = 1; T R8

1,1 = {Xi} and if j > 0, then T R8

1,0 =

{wj , uj , vj+1} ∪ {a0, c1}, else T R8

1,0 = {wj , uj , vj+1}; T R8

0,1 = {vj , wj+1, uj+1, dj+1} and T R8

0,0 =

E \ (T R8

1,1 ∪ T R8

0,1 ).
The next region R9 = (sup9, con9, pro9) solves (Xi, s) for all s ∈ {⊥ℓ, tℓ,0}: sup9(⊥0) = 0;

T R9

1,1 = {Xi} and T R9

1,0 = {z0, . . . , zλ−1} and T R9

0,1 = {k, k0, . . . , kλ−1} and T R9

0,1 = E \ (T R9

1,1 ∪

T R9

1,0 ∪ T R9

0,1 ). Notice that |R•
9| = λ+ 1 and |•R9| = λ+ 1 ≤ 2 · λ.

Let h ∈ {0, . . . ,mℓ−1} be the unique index such that Xi = Xℓh , that is, Xi is the “h-th element”

of Mℓ. The following region R10 = (sup10, con10, pro10) solves (Xi, s) for all s ∈ {tℓ,h+1, tℓ,mℓ+2}:

sup10(⊥0) = 1 and T R10

1,0 = {Xi, a0, c1} and T R10

0,0 = E \ T R10

1,0 .

It remains to discuss the case Xi 6= Xℓ0 , that is h ≥ 1, which requires to solve (Xi, s) for all

s ∈ {tℓ,1, . . . , tℓ,h}. So let s ∈ {tℓ,1, . . . , tℓ,h} be arbitrary but fixed.

We distinguish between ℓ = 0 and ℓ ≥ 1: If ℓ = 0, then the region R11 = (sup11, con11, pro11)
solves (Xi, s): sup11(⊥0) = 0 and T R11

1,0 = {Xi, v1} and T R11

0,1 = {w1, u1, d1,X0h−1
} and T R11

0,0 =

E \ (T R11

1,0 ∪ T R11

0,1 ).

If ℓ ≥ 1, then region R12 = (sup12, con12, pro12) solves (Xi, s): sup12(⊥0) = 1 and T R12

1,0 =

{Xi, wℓ, uℓ, vℓ+1, a0, c1} and T R12

0,1 = {Xih−1
, wℓ+1, uℓ+1, vℓ, dℓ+1} and T R12

0,0 = E \ (T R12

1,0 ∪T R12

0,1 ).
By the arbitrariness of h, this completes the solvability of (Xi, s) for all s ∈ S(Tℓ).

The following region R13 = (sup13, con13, pro13) solves (Xi, s) for all s ∈ S \ (
⋃m−1

j=0 (S(Tj) ∪

{⊥j}): sup13(⊥0) = 1 and T R13

1,1 = {Xi} and T R13

1,0 = {a0, c1} and T R13

0,0 = E \ (T R13

1,1 ∪ T R13

1,0 ).
Since i, j, ℓ were arbitrary, we have the claim. ⊓⊔

Fact 3.13. If e ∈ {k0, . . . , kλ−1} or e ∈ {z0, . . . , zλ−1} or e ∈ {v1, . . . , vm−1} or e ∈ {w1, . . . , wm−1}
or e ∈ {a0, . . . , aλ−1} or e ∈ {b0, . . . , bλ−1} or e ∈ {y0, yi, wi, ci, di | 1 ≤ i ≤ m − 1}, then e is

solvable by (̺, κ)-restricted regions.

Proof:

Let i ∈ {0, . . . , λ − 1} be arbitrary but fixed. The region R1 of Fact 3.10 solves (ki, fi,1) and the

region R6 of Fact 3.11 solves (zi, fi,0). It is easy to see that (ki, s) and (zi, s) are suitably solv-

able for the remaining s ∈ S \ {fi,0, fi,1}. Since i was arbitrary, that proves the claim for all

e ∈ {k0, . . . , kλ−1, z0, . . . , zλ−1}.

Let i ∈ {1, . . . ,m−1} be arbitrary but fixed. The region R6 or the region R8 solves (vi, gi,1). It is

easy to see that (vi, s) is suitably solvable for all s ∈ S \ {gi,0, gi,1}. By their uniqueness, it is easy to

see that the remaining events are also solvable by suitably restricted regions. The claim follows. ⊓⊔
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Altogether, the just presented facts prove that all ESSA of A are solvable by (̺, κ)-restricted

regions, if there is a hitting set with at most λ elements for (U,M). Moreover, if (s, s′) is an SSA of

A, then either (s, s′) is already solved by one of the presented regions or it is easy to see that a solving

(̺, κ)-restricted region exists. Hence, we obtain the following lemma, which completes the proof of

Theorem 3.1.

Lemma 3.14. If there is a hitting set with at most λ elements for (U,M), then A has an admissible

set R of (̺, κ)-restricted regions.

3.3. A lower bound for the parameterized complexity of ERS

By Theorem 3.1, the problem ERS is NP-complete. Hence, from the point of view of the classical

complexity theory, where we assume that P is different from NP, the problem is considered intractable,

i.e., the worst-case time-complexity of any deterministic decision algorithm is above polynomial (as

it is up to now). However, measuring the complexity of the problem purely in terms of the size of the

input may let it appear harder than it actually is.

In the parameterized complexity theory, we deal with parameterized problems, where every input

(x, k) has a distinguished part k (a natural number), called the parameter, and measure the complexity

not only in terms of the input size n, but also in terms of the parameter k.

For example, the natural parameter of ERS is k = ̺ + κ. From the results of Section 3.1, there

is an algorithm that solves ERS in time O(nk+c), where c is a constant. In terms of parameterized

complexity, this means that ERS parameterized by k belongs to the complexity class XP (for slice-

wise polynomial). However, such algorithms are not considered as feasible, since nk+c can be huge

even for small k and moderate n. Hence, we are rather interested in algorithms where k does not

appear in the exponent of n: We say a parameterized problem is fixed parameter tractable if it has an

algorithm with running time O(f(k)nc), where f is a computable function that depends only on k,

and c is a constant. Such algorithms are manageable even for large values of n, provided that f(k) is

relatively small and c is a small constant.

In order to obtain a successful parameterization, we need to have some reason to believe that

the parameter is typically small, such that f(k) can be expected to remain relatively small, too. In

the absence of a benchmark that is specifically created for Petri net synthesis, we have analyzed the

benchmark of the Model Checking Contest (MCC) [39], which contains both academic and industrial

Petri nets. Their corresponding TS (reachability graphs) have usually (way) more than 107 states,

which provides a lower bound for the length n ≥ |S| + |E| of an input TS A = (S,E, δ, ι). We

analyzed 878 Petri nets in total. For 395 of them (around 45%), we found that ̺ + κ ≤ 21, and

for 308 of them (around 35%) we even found ̺ + κ ≤ 11 (for example, AutoFlight-PT-02a and

CircadianClock-PT-100000 and FMS-PT-50000). In other words: depending on f , a synthesis

algorithm with running time f(k)nc could possibly be useful for a third up to almost half of these

nets. From this point of view, the parameterization of ERS by ̺ + κ and the search for a fixed-

parameter algorithm appear to be sensible. Unfortunately, we can provide strong evidence that such

an algorithm does not exists. This is of practical relevance, since it prevents an algorithm designer to

waste countless hours with the attempt to find a solution that most likely cannot be found.
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From the classical complexity theory viewpoint, a problem is considered as intractable if it is NP-

hard. Analogously, in parameterized complexity, a problem is assumed not fixed-parameter-tractable

if it is W [i]-hard for some i ≥ 1. We omit the formal definition of the complexity class W [i] and

rather refer to [38]. In order to show that a parameterized problem Q is W [i]-hard, we have to present

a parameterized reduction from a known W [i]-hard problem P to Q. A parameterized reduction is an

algorithm that transforms an instance (x, k) of P into an instance (x′, k′) of Q such that

1. (x, k) is in P if and only if (x′, k′) is in Q and

2. k′ ≤ g(k) for some computable function independent of x, and

3. its running time is f(k)|x|c for some computable function f and constant c.

The HITTING SET problem parameterized by λ is known to be W [2]-hard (even W [2]-complete).

Moreover, the reduction presented in Section 3.2 is a parameterized one, since ̺+ κ = 3λ + 1. This

proves the following theorem, implying the fixed-parameter-intractability of ERS parameterized by

̺+ κ:

Theorem 3.15. ERS parameterized by ̺+ κ is W [2]-hard.

4. The pure case

In this section, we investigate the computational complexity of the following variant of our original

problem:

PURE ENVIRONMENT RESTRICTED SYNTHESIS

Input: A TS A = (S,E, δ, ι) and two natural numbers ̺ and κ.

Question: Does there exist an admissible set R of pure regions of A such that every region

R ∈ R satisfies |•R| ≤ ̺ and |R•| ≤ κ?

In order to express that a region is pure, we could use the constraints

∀e ∈ E : con(e) · pro(e) = 0 (10)

But these constraints are quadratic, and not linear. Following [32], it is possible to keep constraints

linear by using another kind of regions, composed of only two components R = (sup, eff) where

sup : S → N is the usual support and eff : E → Z is the effect pro(e) − con(e) of executing event

e. For such a region R, •R = {e|eff(e) > 0} and R• = {e|eff(e) < 0}, enforcing the pureness of the

corresponding place in a Petri net. The systems characterizing the regions of a pure synthesis of some

TS A may then be adapted and remain composed of polynomially many linear constraints. However,

we shall not need this new kind of regions here.

Lemma 4.1. Pure Environment Restricted Synthesis is in NP.
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Proof:

For each separation atom α (there are polynomially many of them), a Turing machine T can guess two

subsets Ep and Ec of E with |Ep| ≤ ̺, |Ec| ≤ κ and Ec ∩ Ep = ∅, and we may search for a region

R corresponding to the system Lα (as introduced in Section 3.1) extended with the constraints (on x)

corresponding to:

∀e 6∈ Ep : pro(e) = 0, and ∀e 6∈ Ec : con(e) = 0

This system is composed of polynomially many homogeneous linear constraints; hence we may

again search for a solution in the rational domain instead of the integer one, before renormalizing the

solution into the integer domain, and this may be decided and computed polynomially. ⊓⊔

If ̺ and κ are fixed beforehand, there are polynomial algorithms to choose Ec and Ep, so that we

have

Corollary 4.2. For any fixed natural numbers ̺ and κ, there is a polynomial algorithm that decides

whether for a given transition system A there is a pure Petri net N such that (1) the reachability graph

of N is isomorphic to A, and (2) every place p of N satisfies |•p| ≤ ̺, and |p•| ≤ κ and, in the event

of a positive decision, constructs a sought net N .

It remains to prove the NP-hardness of the PURE ENVIRONMENT RESTRICTED SYNTHESIS when

̺ and κ are not fixed beforehand, to get

Theorem 4.3. Pure Environment Restricted Synthesis is NP-complete.

The proof of Theorem 4.3 is based on a reduction of the following problem:

CUBIC MONOTONE 1 IN 3 3SAT (CM1IN33SAT)

Input: A pair (U,M) that consists of a set U of boolean variables and a set of m 3-

clauses M = {M0, . . . ,Mm−1} such that Mi = {Xi0 ,Xi1 ,Xi2} ⊆ U and

i0 < i1 < i2 for all ∈ {0, . . . ,m − 1}. Every variable of U occurs in exactly

three clauses of M

Question: Does there exist a one-in-three model of (U,M), i. e., a subset S ⊆ U such that

|S ∩Mi| = 1 for all i ∈ {0, . . . ,m− 1}?

Theorem 4.4. ([40])

CUBIC MONOTONE 1 IN 3 3SAT is NP-complete.

Example 4.5. The instance (U,M), where U = {X0,X1,X2,X3,X4,X5}, andM = {M0, . . . ,M5}
such that M0 = {X0,X1,X2}, M1 = {X0,X1,X3}, M2 = {X0,X2,X3}, M3 = {X1,X4,X5},

M4 = {X2,X4,X5}, and M5 = {X3,X4,X5}, allows a positive decision: S = {X0,X4} defines a

one-in-three model for (U,M).

In the following, until explicitly stated otherwise, let (U,M) be an arbitrary but fixed instance of

CM1IN33SAT with variables U = {X0, . . . ,Xm−1}, and clauses M = {M0, . . . ,Mm−1}, where

Mi = {Xi0 ,Xi1 ,Xi2} ⊆ U, and i0 < i1 < i2 for all i ∈ {0, . . . ,m− 1}. Note that |U| = |M | holds

by the definition of a valid input.
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Lemma 4.6. S ⊆ U is a one-in-three model of (U,M) if and only if S ∩ Mi 6= ∅ for all i ∈
{0, . . . ,m− 1}, and |S| = m

3 .

Proof:

Every variable of U occurs in exactly three distinct clauses. Hence, every set S ⊆ U intersects with

3|S| (distinct) clauses Mi0 , . . . ,Mi3|S|−1
∈ M if and only if |S ∩ Mij | = 1 is satisfied for all

j ∈ {0, . . . , 3|S| − 1}. ⊓⊔

We reduce the instance (U,M) to an instance (A, ̺, κ) with TS A = (S,E, δ, h0) as follows:

First, we define ̺ = m, and κ = |E|. We proceed by developing stepwise the TS A. First of all, the

TS A has the following gadget H that uses an event k, and, for all i ∈ {0, . . . , 2m3 − 1} an event ui,
which labels an edge that is converse to edge labeled by k (by Lemma 4.6 we can assume without loss

of generality that m ≡ 0 mod 3):

H = h0 h1

k

u0, . . . , u 2m
3

−1

Moreover, for every i ∈ {0, . . . ,m − 1}, the TS A has the following gadget Ti, which uses the

variables of the clause Mi = {Xi0 ,Xi1 ,Xi2} as events:

Ti = ti,0 ti,1 ti,2 ti,3 ti,4 ti,5
Xi0 Xi1 Xi2 v0i , . . . , v

m
3
−1

i
k

u0, . . . , u 2m
3

−1

Notice that Ti uses the same events u0, . . . , u 2m
3

−1 as H . On the other hand, for every i 6= j ∈

{0, . . . ,m− 1}, the events v0i , . . . , v
m
3
−1

i , and the events v0j , . . . , v
m
3
−1

j are pairwise distinct.

Finally, for every i ∈ {0, . . . ,m − 1}, and for every j ∈ {0, . . . , m3 − 1}, the TS A has the edge

h1
wj
i ti,0.

As an illustration, Figure 5 shows the TS A that originates from the input of Example 4.5.

Lemma 4.7. If there is an admissible set of pure and (̺, κ)-restricted regions of A, then there is a

one-in-three model for (U,M).

Proof:

Let R be an admissible set of pure and (̺, κ)-restricted regions of A. Let R = (sup, con, pro) ∈ R

that solves α = (k, h1). By h0
k , we have con(k) ≤ sup(h0), and since R solves α, we have that

con(k) > sup(h1). This implies sup(h0) > sup(h1), as well as con(k) > 0 = pro(k) (by pureness).

From h1
ui h0, we get pro(ui) > con(ui) = 0, implying ui ∈

•R for all i ∈ {0, . . . , 2m3 − 1}. Since

|•R| ≤ ̺ = m, there are at most m
3 events left that have a positive pro-value. In the following, we

argue that S = {X ∈ U | pro(X) > 0} satisfies |S| = m
3 and S∩Mi 6= ∅ for all i ∈ {0, . . . ,m−1}.

By Lemma 4.6, this implies that S is a one-in-three model for (U,M).
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t0,0 t0,1 t0,2 t0,3 t0,4 t0,5
X0 X1 X2 v00, v

1
0

k

u0, . . . , u3

t1,0 t1,1 t1,2 t1,3 t1,4 t1,5
X0 X1 X3 v01, v

1
1

k

u0, . . . , u3

t2,0 t2,1 t2,2 t2,3 t2,4 t2,5
X0 X2 X3 v02, v

1
2

k

u0, . . . , u3

t3,0 t3,1 t3,2 t3,3 t3,4 t3,5
X1 X4 X5 v03, v

1
3

k

u0, . . . , u3

t4,0 t4,1 t4,2 t4,3 t4,4 t4,5
X2 X4 X5 v04, v

1
4

k

u0, . . . , u3

t5,0 t5,1 t5,2 t5,3 t5,4 t5,5
X3 X4 X5 v05, v

1
5

k

u0, . . . , u3

h0 h1

w
0

0
, w

1
0

w
0
1
, w

1
1

w0
2, w

1
2

w0
3 , w1

3

w 0
4 , w 1

4

w 0
5 , w 1

5

k

u0, . . . , u3

Figure 5. The TS A that is the result of the reduction for PURE ENVIRONMENT RESTRICTED SYNTHESIS

applied to the input of Example 4.5.

Let i 6= j ∈ {0, . . . ,m− 1} be arbitrary but fixed. Since con(k) > sup(h1), ti,4
k and tj,4

k ,

there is an event e on every path from h1 to ti,4 such that pro(e) > 0 = con(e), and the same is true

for every path from h1 to tj,4. If there is an ℓ ∈ {0, . . . , m3 − 1} such that pro(wℓ
i ) > 0 = con(wℓ

i ),

implying sup(ti,0) > sup(h1), then pro(wℓ′
i ) = pro(wℓ

i ) for each ℓ′ ∈ {0, . . . , m3 − 1}, so that

wℓ
i ∈ •R for all ℓ ∈ {0, . . . , m3 − 1}. Since |•R| ≤ m and •R ⊇ {u0, . . . , u 2m

3
−1}, this would

imply that there is no event e with pro(e) > 0 on any path from h1 to tj,4, contradicting what we saw

before. Similarly, one argues that there is no ℓ ∈ {0, . . . , m3 − 1} such that pro(vℓi ) > 0. Hence, by

the arbitrariness of i and j, we obtain that •R ∩ (
⋃m−1

i=0 {w0
i , v

0
i , . . . , w

m
3
−1

i , v
m
3
−1

i }) = ∅.

Consequently, for every i ∈ {0, . . . ,m− 1}, there is an event X ∈ U on the path from ti,0 to ti,4,

such that pro(X) > 0. This implies S ∩Mi 6= ∅ for all i ∈ {0, . . . ,m − 1}. Moreover, since S

intersects with m distinct clauses and |S| ≤ m
3 by •R ⊇ S, we have that |S| = m

3 . By Lemma 4.6,

this implies that S defines a one-in-three model of (U,M). ⊓⊔

Conversely, the following facts show that a one-in-three model for (U,M) implies the existence

of an admissible set of (̺, κ)-restricted pure regions of A. We abridge U = {u0, . . . , u 2m
3

−1}, Wi =

{w0
i , . . . , w

m
3
−1

i } and Vi = {v0i , . . . , v
m
3
−1

i } for all i ∈ {0, . . . ,m − 1}, and W =
⋃m−1

i=0 Wi, V =
⋃m−1

i=0 Vi.
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Fact 4.8. If there is a one-in-three model for (U,M), then the event k is solvable by (̺, κ)-restricted

pure regions.

Proof:

Let S be a one-in-three model of (U,M).
The following region R0 = (sup0, con0, pro0) solves (k, h1): sup0(h0) = 1, and T R0

1,0 = {k}, and

T R0

0,1 = S ∪ U . Notice that |•R0| = m, by Lemma 4.6.

Let i ∈ {0, . . . ,m− 1} be arbitrary but fixed.

The following regionR1 = (sup1, con1, pro1) solves (k, s) for all s ∈ {ti,0, . . . , ti,3, ti,5}: sup1(h0) =
2, and T R1

1,0 = {k} ∪Wi, and T R1

0,1 = U ∪ Vi. Notice that |•R| = m.

Since i was arbitrary, this completes the proof. ⊓⊔

Fact 4.9. For every e ∈ U ∪W , the event e is solvable by (̺, κ)-restricted pure regions.

Proof:

Let u ∈ U , and w ∈ W be arbitrary but fixed. The following region R0 = (sup0, con0, pro0) solves

(u, s) for all s ∈ S with s ¬u , and (w, s) for all s ∈ S \ (
⋃m−1

i=0 {ti,5}) with s ¬w : sup0(h0) = 0,

and T R0

1,0 = U ∪W , and T R0

0,1 = {k}.

The following region R1 = (sup1, con1, pro1) solves (w, s) for all s ∈
⋃m−1

i=0 {ti,5}: sup1(h0) =
1, and T R1

1,0 =W . Since u, and w were arbitrary, the fact follows. ⊓⊔

Fact 4.10. For every X ∈ U, the event X is solvable by (̺, κ)-restricted pure regions.

Proof:

Let i ∈ {0, . . . ,m − 1} be arbitrary but fixed, and let j0, j1, j2 ∈ {0, . . . ,m − 1} be the pairwise

distinct indices, such that Xi ∈Mj0 ∩Mj1 ∩Mj2 .

The following region R0 = (sup0, con0, pro0) solves (Xi, s) for all s ∈ S \ (S(Tj0) ∪ S(Tj1) ∪
S(Tj2)), and for all s ∈ (S(Tj0) ∪ S(Tj1) ∪ S(Tj2)) such that Xi occurs before s on the unique path

from tiℓ,0 to s, where ℓ ∈ {0, 1, 2}: sup0(h0) = 0, and T R0

1,0 = {Xi}, and T R0

0,1 = Wj0 ∪Wj1 ∪Wj2 .

Notice that |•R0| = |Wj0 | + |Wj1 | + |Wj2 | = m. Moreover, for all ℓ ∈ {0, 1, 2}, if Xi = Xjℓ0 ,

then (Xi, s) is solved for all s ∈ S(Tjℓ). Hence, it only remains to consider the case that Xi is at the

second or third position.

Let i ∈ {0, . . . ,m−1}, and j ∈ {1, 2} be arbitrary but fixed. Moreover, let ℓ0 6= ℓ1 ∈ {0, . . . ,m−
1} \ {i} such that Xij ∈ Mℓ0 ∩Mℓ1 , that is, ℓ0, and ℓ1 select the other two occurrences of Xij . The

following region R1 = (sup1, con1, pro1) solves (Xij , s) for all s ∈ {ti,0, . . . , ti,j−1}: sup1(h0) = 0,

and T R1

1,0 = {Xij}, and T R1

0,1 = {Xij−1
} ∪Wℓ0 ∪Wℓ1 . Notice that |•R1| =

2m
3 + 1 ≤ ̺.

By the arbitrariness of i and j, this completes the proof. ⊓⊔

Fact 4.11. For every v ∈ V , the event v is solvable by (̺, κ)-restricted pure regions.

Proof:

Let i ∈ {0, . . . ,m− 1}, and v ∈ Vi be arbitrary but fixed.
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The following region R0 = (sup0, con0, pro0) solves (v, s) for all s ∈ {ti,0, ti,1, ti,2, ti,4, ti,5}:

sup(h0) = 0, and T R0

1,0 = Vi, and T R0

0,1 = {Xi2}.

The following region R1 = (sup1, con1, pro1) solves (v, s) for all s ∈ S \ S(Ti): sup(h0) = 0,

and T R0

1,0 = Vi, and T R0

0,1 =Wi. Since i, and v were arbitrary, this proves the fact. ⊓⊔

Fact 4.12. There is a witness of pure, and (̺, κ)-restricted regions for the SSP of A.

Proof:

We argue for h0:

Let i ∈ {0, . . . ,m− 1} be arbitrary but fixed.

The region R1 of Fact 4.8 solves (h0, s) for all s ∈ {h1}∪S(Ti). Since i was arbitrary, the solvability

of h0 follows.

We proceed with h1:

- The region R1 of Fact 4.8 solves (h1, s) for all s ∈
⋃m−1

i=0 {ti,5}.

- The region R0 of Fact 4.9 solves (h1, s) for all s ∈ S \ (
⋃m−1

i=0 {ti,5}).

We proceed with the states of the Ti’s: Let i ∈ {0, . . . ,m− 1} be arbitrary but fixed.

The following region R0 = (sup0, con0, pro0) solves (p, q) for all p ∈ S(Ti), and all q ∈ S \ S(Ti):
sup0(h0) = 0, and T R0

0,1 =Wi.

The following region R1 = (sup1, con1, pro1) solves (p, q) for all p 6= q ∈ {ti,0, . . . , ti,4}:

sup1(h0) = 0, and T R1

0,1 = {Xi0 ,Xi1 ,Xi2} ∪ Vi. Notice that |•R1| =
m
3 + 3 ≤ m.

The following regionR2 = (sup2, con2, pro2) solves (s, ti,5) for all s ∈ {ti,0, . . . , ti,4}: sup2(h0) =
2, and T R2

1,0 = {k}. T R2

0,1 = U . Notice that |•R1| =
2m
3 ≤ m.

Since i was arbitrary, this completes the proof. ⊓⊔

Altogether, by proving Fact 4.8 to Fact 4.12, we have shown that the following lemma, which

closes the proof of Theorem 4.3, is true:

Lemma 4.13. If there is a one-in-three model for (U,M), then there is an admissible set of pure and

(̺, κ)-restricted regions of A.

5. Conclusion

In this paper, we investigated the computational complexity of synthesizing Petri nets for which the

cardinality of the pre- and postset of their places is restricted by natural numbers ̺ and κ. We showed

that the problem is solvable in polynomial time for any fixed ̺ and κ. By contrast, if ̺ and κ are

part of the input, then the resulting ERS problem is NP-complete. Moreover, we show that ERS

parameterized by ̺+ κ is W [2]-hard and thus most likely does not allow a fixed-parameter-tractable-

algorithm. We then extended our results to the class of pure Petri nets.

Future work could focus on other classes as synthesis target, and on the implementation of our

algorithms. On the other hand, instead of considering other classes, one could also focus on the actual

main problem implicitly addressed in this paper, that is, the underlying optimization problem that
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searches, for a TS A, for a realizing Petri net with places whose presets and postsets are as small

as possible. Our results imply that such an optimum solution can not be found efficiently (unless

P=NP). However, instead of an exact solution, a good approximate one may be sufficient, that is, we

may investigate whether the corresponding optimization problem allows a so-called c-approximation

algorithm for a constant c ≥ 1.
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