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1. Introduction

In the past, multiple tools have been developed that provide the convenience of relation algebra for
its succinct expressive power as an input language. However, what the RAMiCS community knows
as an advantage, can simultaneously hinder the uptake of these tools. In our development of Amper-
sand [4], we found that some people choose not to use the tool because it would require them to learn
how to express their ideas in Relation Algebra. In this paper, we provide a gateway tool that translates
first-order logic into relation algebra (and back). The tool developed might interest those developing
or using tools with relation algebra as their input language. This paper additionally describes the de-
velopment process, which includes methods for early validation during its development. This process
might interest tool developers more widely, as the methods might apply to any tool that handles an
algebra that can translate into first-order logic.

In the process of developing this tool, we used the theorem prover Z3 [5], developed by Microsoft
Research, to increase reliability, generate part of the code, and speed up development. The final
software product is a stand-alone Python tool that does not depend on Z3. This Python implementation
addresses an argument we occasionally encounter in our development of Ampersand [4]: some people
choose not to adopt the tool because it would require them to learn how to express their ideas in
Relation Algebra. By providing an automatic translation from first-order logic, they do not have to.
We believe that some of the ideas used to write this code can be applied in the development of other
formal tools as well.

Relation Algebraic operators are often defined in terms of First-Order Logic, so the translation
of Relation Algebra into equivalent First-Order Logic formulas is well known. It is also known that
one can go in the other direction for First-Order Logic formulas that concern only binary relations
and use no more than three variables. We follow the procedure by Yoshiki Nakamura [6] in our
implementation. This procedure outlines how to translate a formula in First-Order Logic with no
more than three variables (an FO3 formula) into one in Relation Algebra (RA). However, the domain
of all predicates and quantifiers is the same in this translation. Tools that use Relation Algebra as an
input language like Ampersand and RelView [1] use heterogeneous Relation Algebra.

Consequently, we adapt the translation procedure to translate FO3 formulas with quantifiers over
different domains into well-typed heterogeneous Relation Algebra. The translation procedure is im-
plemented as a stand-alone Python program that can be run independently so it can be useful for any
tool that takes Relation Algebra as its input language. The implementation is provided as an artifact
to this paper [2]. We took care to make the implementation highly readable and to encourage re-
implementation into other tools as well. This paper describes the adaptations we needed to make to
the procedure to support heterogeneous relation algebra, as well as how we ensured the correctness of
our implementation.

Figure 1 summarizes our development process. The final product consists of three key compo-
nents: a function to convert FO3 formulas into RA, one to convert back, and a simplification tool for
reducing RA formulas. The translation tools are developed manually and Z3 validates its correctness.
In contrast, Z3 assumes a more direct role in creating the simplification tool. We wrote code to gener-
ate all potential simplification rules of increasing size, and rely on Z3 to check their validity, then store
the valid rules in a dictionary. Another Python program uses this rule dictionary to generate Python
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code for simplifying RA formulas. The resulting simplifier is also checked (redundantly) by Z3, but
its source code is quite large and it would have been tedious to get it right by hand.

All components of this tool come in two variants: one for homogeneous relation algebra and first-
order logic with a single sort, and one for heterogeneous relation algebra and first-order logic with
multiple sorts.

1.1. Key Contributions

The key contributions of this paper include:

* An implementation of a translation from FO3 to RA, both for untyped and typed FO3, translat-
ing into homogeneous and heterogeneous RA, and back.

* A method of using Z3 during the development of formal tools and in a testing setup.
» A simplifier for RA, which plays a key role in our translation by producing succinct formulas.

* A method for combining Z3 and code generation to write a correct simplifier.

Validation Final product Simplifier generation
Random FO3 Translation RA generation RA generation
generation FO3 to RA (Homogeneous) Heterogeneous)

Z3 )
Rule Selection

v

Code generation

v 1

Duplicate code removal

Translate FO3
to RA, simplify,
translate back

Z3

Translation
RAto FO3

Figure 1. The Development Process. Arrows signify the flow of information. Boxes are software components.

2. Theoretical Background

In the following, we assume a global set of non-empty sorts D, a global set of binary predicate symbols
A, and a function d : A — D x D that denotes the type of each predicate symbol, where d; and ds
are used to denote the two components of d: d(a) = (di(a),dz2(a)).
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An FO3 formula is defined over the following language, where a € A is from the set of binary
predicate symbols, x, y are from a set of three variables, and D € D is from the set of sorts:

¢, €EFO3 =a(z,y) [z=y|t|fleVy|pAd|[IreD.p|VzeD. | p

We say an FO3 formula is closed if every variable occurring in it is bound by a quantifier (V or J).
We say that the type of an occurrence of a variable in a closed formula is the domain D specified in
the quantifier that binds it. We say that an FO3 formula is well-typed if, for every occurrence of a
predicate a(x, y), the types of = and y match d;(a) and da(a), respectively.

If D has precisely one element, we call it the universal set / and say that the language is ho-
mogeneous (corresponding to single-sorted first-order logic in the case of FO3). If we place no such
restriction on D, we call the language heterogeneous (corresponding to many-sorted first-order logic).

This detailed structure of the language definition is maintained to ensure clarity and consistency
with related works, such as Nakamura’s. Retaining this structure avoids potential ambiguities.

An RA formula is a formula over the following language, where a is from A, and D1, D5 from D:

¢, € RA = a[Dy, D3] | T[D1, Do) | 01Dy, Do] | 1[D1] | o U% [N | ot @t |g ]!
We overload d to denote the type of an RA formula by defining it as follows:
d(a[Dy, D2]) = (D1, Dy),  d(T[D1, Ds]) = (D1, Dy),
d(0[Dy, Ds]) = (D1, D2),  d(1[D1]) = (D1, D),
d(pUv) =d(p), dleny)=d(p), dlporp)=(di(p),d2(¥)), d(¢T1)=(di(y),d2(¥)),

d(@) =d(p), d(e™") = (da(p),d1(¢))

Each binary predicate symbol a has a fixed type denoted by d(a) = (D1, D3). Thatis, if a[ D1, Do)
is used in a formula, then d(a) = (D1, D2) must hold for all occurrences of the binary predicate
symbol a in the formula, so a[D2, D] for instance would not be valid. Thus, we say that a formula in
RA is well-typed if all of the following conditions hold:

1. Every occurrence of the same predicate symbol a has the same fixed type d(a).
2. Occurrences of ¢ U1 and o N 1) satisfy d(¢) = d(v).
3. Occurrences of ¢ o 1) and ¢ T 1) satisfy da(p) = di ().

To describe the semantics of FO3 and RA, we use interpretation functions Z4 : A x D x D —
P(S x S)and Ip : D — (P(S) — {0}) for some set of constants S (disjoint from the set of three
variables) subject to the typing constraint: Z4(a[D1, D2]) € Zp(D1) x Ip(D2). Note that each
a[Dy, D] is a tuple (a, D1, D2) in A x D x D. To take care of variables in FO3 formulas, define
FO3+ as FO3 with the additional relaxation that we can substitute variables for constants in .S. We
then define 7 as a function that takes a closed formula in FO3+, a formula in RA, or a domain and
produces a Boolean, a set of pairs, or a set, respectively. On a domain, Z(D) = Zp(D). On closed
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formulas in FO3+, define Z(a(2’,y")) as true if and only if (2, y’) € Z4(a[D1, D)) (where 2’ and 3/
are constants in S, possibly the same elements) and let the other operations have their usual meaning
(i.e. Z(¢p V) = Z(¢) V Z(¢)) and so on).

For formulas in RA, let:

Z(a[Dy, Da]) = Za(a[D1, Da])
Z(T[D1, Ds]) = Ip(D1) x Ip(D2)
Z(0[Dy, Do]) = 0
Z(ADh]) = {(z,z) | = € Ip(D1)}
Z(pUy) ={(z,9) | (z,y) € Z(¢) V (x,y) € Z()}
Z(eny) ={(z,9) | (z,y) € Z(¢) A (2, y) € Z()}
L(po) ={(z,y) | 3z (x,2) € I(p) A (2,9) € Z(¥)}
(e t9) ={(z,y) | Vz € Ip(da(p)). (x,2) € Z(p) V (2,9) € Z()}
(@) ={(z,y) | z € Ip(di(p)) Ay € Ip(da(p)) A (2,y) & Z(p)}
I(p™h) = {(z,9) | (y,2) € Z(9)}

If ¢ is a well-typed closed formula in FO3 and ¢ is a well-typed formula in RA, we say that the two
are equivalent if for all choices of Z 4, Zp and S, the value Z () is true if and only if Z(¢)) = {(x,y) |
x € di(v) AN y € da(1p)}. We then say that a translation of ¢ in FO3 into RA is sound if it and its
translation are equivalent.

2.1. The Homogeneous Translation Process

In the translation process outlined by Nakamura, there are four steps [6]. In this section, we follow that
translation for the special case in which the logic is homogeneous. To achieve full correspondence,
we abbreviate a = a[ld, U], T = T|U,U],0 = O[U, U], and 1 = 1[U/].

The first three steps add properties to the formula that are preserved by subsequent steps. First,
applying De Morgan’s laws puts formulas into negation normal form.

Second, the A and V operators are distributed such that each 3 contains a formula in conjunctive
normal form, and each V contains a formula in disjunctive normal form. Nakamura refers to this as a
‘good’ FO3 formula. More formally, the translation from FO3 formulas in negation normal form into
‘good’ FO3 formulas is defined below, where the translation of ¢ is obtained from T_(¢):

Te(p) := {8{0{@;'} :(: ): 2 v) if © is an atomic or negated atomic formula.
s o) e d View 32-Aoi (e=-) wher o licm
T.(30) { e gy T = ol i<

Nien) V2.V i (0 =—)

e V2V o)) (e=aw “reeT@=todielnl)

Te(Vz.0) := {
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T (Y1) AT (¢h2) (o= -)

Te(11 A t2) := { Ty(¥1) UTy(¢2) (8 =V)
{W1UWy | Wy € Ta(y1), ¥ € T3(Y2)} (o =3)
T (1) VT_(¢2) (o= —)

Te(11 V 92) 1= T3(¥1) UTa(¢2) (e = 3)

(WU Wy | Uy € Ty(Yn), U2 € Ty(y2)} (e=V)

For brevity, we use 3z.p to express 3z € D. ¢ and Vz.p to express Vz € D. . If desired, a proof of
the above translation and additional explanation are given in Nakamura’s paper [6].

Third, quantifiers are pushed inwards as much as possible by taking out formulas that do not
depend on the variable being quantified over. It is important to note that each set Z(D) is assumed
to be non-empty; if Z(D) were empty, we could not push quantifiers straightforwardly. The result is
a formula where every existential quantifier, for instance over a variable z, contains a conjunction of
formulas such that the conjuncts dependent on one variable (e.g., x) do not also depend on another
variable (e.g., ). Similarly, every universal quantifier contains a disjunction of formulas with that
property. This is referred to as a ‘nice’ FO3 formula by Nakamura. More formally, the translation
from ‘good’ FO3 formulas into ‘nice’ FO3 formulas is defined below, where the nice translation of ¢
is T(¢). A proof of correctness of this translation and additional explanation are given in Nakamura’s
paper [6]. For completeness, we list the translation below. Let ¥, 192, and 13 be formulas that depend
on a subset of the variables {x, y}, {z, 2z}, and {y, z}, respectively:

T(p) := ¢ if ¢ is an atomic or negated atomic formula
TV p) :=T() vV T(p)
T A p) :=T() ANT(p)
T(3z.91 Atha Aipg) := T(¢1) A 32.T(h2) A T(t3)
T(Vz.4p1 Vo Vahg) :=T(¢1) V V2. T(h2) V T(t3)

The final step of the translation procedure is to translate a ‘nice’ FO3 formula into RA. The trans-
lation function we implemented for this final step, T, is given as:

T([tlzy) =T T([f]zy) =0
T(la(z,y)]zy) = a T(la(y, 2)]ay) = a”!
T([a(z,2)]ey) == (an1)oT  T([a(y,y)ley) =T o (aN1)

T([(" " Ney) = Tl ]ey)  T(x =aley) =T
T([z = ylay) =1 T([z = ylya) = 1!
T([‘P{x’y} A ¢{x’y}]z,y) = T([‘P{x’y}]m,y) N T(W{x’y}] )
T([pt™¥ v i, ) == T([e e y) U T[T,

T(Fz.t A9, ) = T((p"H), ) o T4 )

(Vzptosh v ploul], ) = (e, ) 1 T([019],)
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The notation being used for this translation function is T([¢], ) Where ¢ is the FO3 formula to trans-
late, and a and b are two arbitrary variables that are used to keep track of the source and target of
the relation algebra formula being built by the translation. In our code [2], the translation function is
thus implemented to accept three arguments: ¢, a, and b. It is important to note that ¢ and b must be
pairwise distinct variables, otherwise the definition becomes ill-defined in the case of atomic formulas
and equality.

In the last two lines of the translation function definition, ¢{$7Z} and ¢{#¥} stand for the conjuncts
(disjuncts) that depend on the variables {z, z} and {z,y} inside the existential (universal) quantifier,
respectively.

To demonstrate the homogeneous translation procedure, a fully worked example of the translation
of the closed FO3 formula —(Vz.Vy.(—(A(x,z))) V (-(A(y, y)))) into RA is shown below:

1. Original Expression: —(Vz.Vy.(—(A(z,2))) V (=(A(y, ))))

2. Negation Normal Form: 3z.3y.(A(z, 2)) A (A(y, y))

3. Good FO3 Translation: 3z.3y.(A(z, z)) A (A(y, 1))

4. Nice FO3 Translation: (3y.A(y,y)) A (32.A(z, z))

5. Final Translation: ((T') o (((4) N (1)) o (T))) N ((T) o (((A) N (1)) o (T))))

6. Final Translation Simplified: (T") o (((4) N (1)) o (T))

2.2. The Heterogeneous Translation Process

The first three steps of the heterogeneous translation process are the same as those of the homogeneous
translation process, described above in Section 2.1. However, the final step of the translation procedure
to translate a ‘nice’ FO3 formula into RA differs slightly.

For brevity, let & express z € P, g express y € (), and 2 express z € R, where P, (), and R are
arbitrary elements in D. In the heterogeneous setting, when we write a(z, ), for instance, this is a
syntactic shorthand for the FO3 predicate a(z,y), where x € P and y € (). This notation preserves
the original FO3 syntax while making the type information explicit. The well-typedness condition
introduced earlier remains: for every occurrence of a predicate a(x,y), the types of x and y must
match dj(a) and da(a), respectively. Which means that for a(z, ¢), for instance, it must be true that
dy(a) = P and dy(a) = Q. Then, the heterogeneous translation function we implemented for the
final step, T, is given as:

T([t)g) = T[P, Q] T([f]:.4) := 0[P, Q)
T([a(&, 9)]s.y) = alP, Q)] T(la(y, #)ls.g) = (alP, QD™
T([a(#, 2)]ay) = (alP, PINV1[P, P]) o T[P,Q] T([a(y,9)]i.9) = T[P, Q] o (aQ, Q] N 1[Q, Q)
T~ )]ag) = T([pB9s) T([# = 3lsy) == T[P, Q)
T([# = gliy) = 1[P, Q) T([& = glye) = A[P,Q)
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T Al o) =T[5 ) N T ([ E9;4)
Tt v i) o) = Tt 5) U T[R9, )
T30 AR, o) = Tt ) 0 T B9 )
T2 v i), o) = ([t ) 1 (w192 )

Just as was done for the homogeneous translation, the notation being used here for the heterogeneous
translation function is T([¢],) where ¢ is the FO3 formula to translate, and a and b are two arbitrary
variables that are used to keep track of the source and target of the relation algebra formula being
built by the translation. In our code [2], the translation function is thus implemented to accept three
arguments: ¢, a, and b. Again, setting a and b to be pairwise distinct ensures that the definition does
not become ill-defined in the case of atomic formulas and equality. Since a and b can be arbitrary in the
initial call to the translation function, we typically set them as « € Left and y € Right, respectively.

In the last two lines of the translation function definition, %%} and 1149} stand for the conjuncts
(disjuncts) that depend on the variables {z, 2} and {Z, ¢} inside the existential (universal) quantifier,
respectively.

To demonstrate the heterogeneous translation procedure, a fully worked example of the translation
of the closed FO3 formula Vi.Vy.32.(—((A(, 2)) A (B(2,%)))) A (C(&, 7)) into RA is shown below.
The translation function T([Vi.Vg.32. (= ((A(%, 2))A(B(2,4))))A(C (i, ¥))]weLe ft.yc Right) is used to
produce the final translation, which is why the types “Left” and “Right” appear in the final translation.

1. Original Expression: Vi.Vy.32.(=((A(z, 2)) A (B(2,1)))) A (C(2,7))

2. Negation Normal Form: Vi.Vy.32.((=(A(%, 2))) V (=(B(2,2)))) A (C(2,9))

3. Good FO3 Translation: Vz.Vy.(32.(—(A(Z, 2))) A (C(z,9))) V (F2.(—~(B(2,))) A (C(2,9)))
4. Nice FO3 Translation: V#.Vy.((C(%,9)) A (32.2(A(, 2)))) V ((C(2,9)) A (F2.-(B(2,))))
5. Final Translation: (O[Left, P]) ¥ ((((((C[P,Q]) N ((A[P,R]) o (((T[R,R]) N (1[R, R])) o
(TIR,Q))) U (CIP.Q)) N ((BIR, P 1) o ((TIR,R)) N (LR, K))) o (T[R, QD)) 1
(((0[: @) U (1@, Q1) £ (0[Q. P1))) U (I[P P])) 1 (0[P, Right)
6. Final Translation Simplified: (0[Left, P (B[R, P])~Y)N (A[P,R])) o (T[R,Q])) N
]

(ClP,Q)) T(0[Q, Pl)) U (1[P, P)) T (0] ,Rzgh )

3. Implementation process

Our implementation is written in Python 3.11 and can be found online [2]. Please refer to the included
README.md file for setup and usage instructions. We used three important principles to guide our
development: make all code testable early, write single-assignment code, and generate code that can-
not reasonably be fully covered with tests.

In creating our tool, our first focus was making our code testable. For this, we implemented a
translation of homogeneous relation algebra to first-order logic, following the interpretation function.
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We also implemented a - straightforward - translation of first-order logic (in our data structures) into
the structures used to represent them in Z3. From this point on all code we wrote could be tested, as
outlined in the next section.

As we moved toward heterogeneous translation, we added run-time checks on the datatype for all
constructions. Whenever an RA formula is constructed, we test at the top level whether it is well-
typed. Section 3.2 says a few words about this.

Another principle we used was to write as much single-assignment code as possible. The trans-
formation of FO3 formulas into ‘good’ and ‘nice’ FO3 formulas does not (or should not) change the
semantics, so one might be tempted to go with a memory-efficient implementation that replaces ob-
jects representing formulas by their equivalent ‘good’ and ‘nice’ versions. We believe this benefit to
be quite minor, as code that manipulates formulas is hardly ever part of a critical loop that needs to
be heavily optimized. For our use case, the code would be part of a parser of user-written scripts,
where the benefit would be negligible. A major downside of re-assignments is they make code much
harder to reason about. Unintentional re-assignments did occur at some point and led to bugs (that
were immediately caught by our testing). This was due to lists being mutable in Python, a cause that
was difficult to spot.

For the most part, our implementation follows the procedure outlined in Section 2.1, much of
which we implemented as recursive pattern matching on the formula given. All four steps mentioned
in the previous section are contained within our translation tool. The resulting formulas are some-
times overly verbose. Rather than fixing this by adding special cases to our translation, we added a
simplification step to clean up the RA formulas produced. Our simplifier looks at all sub-formulas of
a formula in RA, and checks if they can be simplified. If so, the simplifier is called again on the sim-
plified formula. A problem with writing code for this is that many formulas can be simplified, leading
to verbose code and a big potential for errors. Moreover, random testing might miss certain formulas,
especially if a bug is caused by the interplay of several steps. As a consequence, we decided not to
write the simplifier by hand, but to generate the code for it instead. This is illustrated in Section 3.3.

3.1. Validation with Z3

To ensure the correctness of our implementation, we conducted automated testing using the z3-solver
Python module. Our validation process involves the following steps:

1. Random Formulas Generation: We utilize a method we created to generate random closed
FO3 formulas. This method was written specifically for validation purposes. It can be given pa-
rameters to specify the size of the formula to generate as well as how many of them to generate.

2. Translation to RA: The generated formulas are translated into RA using our implementation
of Nakamura’s procedure.

3. Simplification of RA: We run tests with and without the simplifier. While building the transla-
tions initially, there was no simplifier. Since the simplifier should not change the semantics of
RA formulas, this step is optional for the validation.
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4. Translation Back: The RA formulas are translated back into FO3. This is the standard direction
of the translation, and while it is not necessary to implement for our tool, it’s useful to have it
specifically for validation.

5. Equivalence Check: Finally, we use Z3 to verify if the original formula and the output of the
previous step are equivalent. To do so, we ask Z3 to find a satisfying assignment to the statement
that the formulas are not equivalent. If Z3 finds such a counterexample, it indicates an error in
our implementation.

To create a flexible and robust testing system, we generated random closed FO3 formulas of vari-
ous specified sizes (number of symbols). This approach enabled us to validate our code thoroughly. In
practice, our validation method helped us discover and eliminate initial bugs present in early versions
of our software tool.

Adapting our software tool to include support for translating formulas in the heterogeneous setting
became significantly easier with the assistance of Z3. Leveraging Z3, we were able to employ a trial-
and-error approach for some parts of the work by initially making educated guesses about the code,
testing it with Z3, and subsequently analyzing the results to determine the correctness or incorrectness
of the written code. This facilitated a more effective development process.

We observed that for many equivalent formulas, Z3 can prove their equivalence very quickly. To
use this, we run Z3 with a low timeout initially (about 60 ms). If Z3 times out and returns ‘unknown’,
we have a high chance that the formula is false, and we rerun the query on a finite sort with four
elements and a larger timeout (about 1s): Many non-equivalent formulas are quickly disproved with
a small finite model. In this case, if Z3 returns ‘unsat’ (it was unable to find a counterexample) or
‘unknown’, we rerun the query, using a very large timeout (minutes). This last case rarely occurs in
practice.

3.2. Type Checking

Upon creation of heterogeneous RA objects, we check to ensure that the properties of a well-typed
formula defined in Section 2 hold. If the properties hold, then the RA formula is well-typed. If one (or
more) of the properties is broken, however, then our code raises an exception to alert the user of our
tool that an ill-typed RA formula has been created. Errors caught using this check were minor typos
that were easy to fix. It is hard to say whether they would have been as easy to fix if these checks were
not in place.

While an end-user should never have to experience such exceptions while using our tool, the
constructors of RA formulas are considered ‘public’, so we left these safety checks in place. This
way, users who use these constructors directly will be alerted of ill-typed formulas if they occur.

3.3. Simplification of RA Formulas

Building upon the concepts used in our automated testing implementation, we also developed a reliable
tool for simplifying RA formulas. The code to simplify RA formulas is generated by a separate Python
program.
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The first step in building our simplifier was to enumerate all formulas that can be considered sim-
plifications for homogeneous RA formulas. To do so, we wrote code that could generate all formulas
of a specific size, similar to the code that randomly creates formulas of a certain size. Here we used
the yield keyword in Python to generate all possible formulas of that size. This produces an iterator
that generates all formulas, and the resulting code looks similar to what one would write using a list
monad for this in a functional programming language.

To come up with all simplifying rules, we generate pairs of RA formulas (¢, 1), where ¢ is of a
specified size and v is smaller than it. Moreover, we require that relation symbols in ¢ occur at least
as often in ¢. As a consequence, replacing a formula ¢ by ¢ in the way of formula rewriting would
reduce the size of the overall formula. From the generated rules, we select only those that are valid by
checking their equality with Z3. The valid rules are then stored in a dictionary which is saved to a file
for future use.

We generate all simplifying rules starting at size 1 and increase this size until generating all rules
takes too much time. To reduce the number of rules that need to be tested, we require that ¢ and 1
cannot be simplified by any rules generated in earlier iterations. We call the simplifier on ¢ and i to
check this.

We generate Python code to simplify RA formulas from the dictionary of simplification rules. The
generation process begins by writing code that matches ¢ and replaces it with v. An example is given
in Figure 2. The code is generated such that blocks with similar prefixes can be grouped, and by doing
so the resulting code is more efficient (because patterns are only matched once) and concise. The
grouping is done by finding common string prefixes using a function (‘group_by_prefix’), after which
it is written to a file (by ‘write_grouped_code’).

def simplify (formula):
if isinstance (formula, COR_Expressions.Intersection):
lhs1, rhsl = formula.argumentl , formula.argument2
if isinstance(lhsl, COR_Expressions.Union):
Ihs2 , rhs2 = lhsl.argumentl , lhsl.argument?2

A = lhs2
B = rhs2
if str(B) == str(rhsl):

return (“((A)U(B))N(B)=B", B)
Figure 2. Simplification code generated for the rule ((A) U (B)) N (B) = B

The generated simplifier matches the formula at the top level and returns the simplified formula
along with the rule used to perform the simplification. This is done so we can use the simplifier to
eliminate redundant rules and dead code in the generated files. For instance, the rules AN A — A and
B N B — B both match on precisely the same formulas. However, when B N B is provided to the
simplifier, the returned rule is A N A — A, indicating that the rule B N B — B is redundant.

To find all RA rules, we observe that any valid well-typed rule remains valid if all domains are
set to /. This means that every RA rule is represented by one in the homogeneous setting. To find
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all heterogeneous rules, we substitute the I/ for arbitrary types and test if the result is well-typed. If
the resulting rule is well-typed, another equivalence check is performed in Z3 to ensure the rule is still
valid. The resulting rules are then run through the simplifier to remove redundant rules.

Table 1 and Table 2 below provide small samples of the homogeneous and heterogeneous RA sim-
plification rules we have identified, respectively. For a complete list of all simplification rules identi-
fied by our method, please consult the files COR_Rules.txt and Typed_COR_Rules. txt included in
our implementation [2].

Original Formula | Simplified Formula
AUA A
1! 1
(AUB)UB BUA
AUA T
(A1)~ A
ANA 0

Table 1. Sample of Homogeneous RA Simplification Rules

Original Formula Simplified Formula
A[P,QIU A[P, Q) A[P, Q]
1[P, P! 1[P, P]
(A[P, QU B[P, Q])UB[P,Q] | B[P,QJUA[P,Q)]
A[P,QIUA[P, Q] TP, Q]
(A[P,QI~H)™! A[P, Q]
A[P, Q] NA[P, Q)] 0[P, Q]

Table 2. Sample of Heterogeneous RA Simplification Rules

3.4. Note on our Use of Z3
The role of Z3 in this work is threefold:
1. We utilize Z3 for code validation during testing.
2. 73 aids in code generation by identifying and removing incorrect code.

3. Z3 serves as a benchmark to illustrate the utility of relation algebra as an alternative to first-order
logic reasoning.
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Importantly, none of these roles necessitate end users of our tool to run Z3 directly. Our developed
tool incorporates results derived from Z3 rather than requiring its direct invocation.

Z3 is used to validate our translation tool, and conversely, we can use our translation tool to
evaluate Z3’s effectiveness as a theorem prover. During testing, we encountered equations that Z3
struggled to prove or disprove within a reasonable time. Z3 can prove these equations for a finite sort,
but it otherwise times out after 1 minute. Typically, these equations are quite large and complex. The
following is an example of one such equation:

Vy.z.(3x.3y.(B(y, 2)) A (B(z, 2))) V (=(=(C(2,9)))) A (Cly, 9)) V (B))

?

(Vy.3z.(B(z,y)) A (3y.B(y, 2))) V (Vz.3y.C(y, 2))

It is significant that Z3 (version 4.12.1 of the z3-solver Python library) times out on this question
because the question is an FO3 formula. Translating the equation to RA using our simplifier results
in a trivially true equation, accomplished within milliseconds. This highlights potential areas for im-
provement within Z3 itself by leveraging our RA translation. Moreover, it indicates that combining Z3
and tools like it with a tool that performs equational reasoning in RA has the potential to significantly
enhance Z3’s capabilities.

To further illustrate the merit of RA simplification, consider another example of an FO3 equation
where Z3 times out after 1 minute when attempting to prove or disprove the given FO3 equation,
whereas translating this equation to RA and simplifying it using our simplifier results in a trivially
true equation:

V. ¥y () A(Fz.((Aly, ) V() V (2 (=(=(Cy-2 = 2)A@))) Ay = »)AF))V(A(Y, 2)))))

?

Y29y (~(Va.(z = z) V (A(y, 2)))) V ((z.(Aly, 2)) A (y = 2)) A (F2.2(Aly, 2))))

3.5. Deviations from the Original Procedure

The translation, as originally given [6] and as presented in this paper, discusses FO3 as a language
where only three variables can occur. When we introduced FO3, x and y were variables taken from
a set with precisely three elements. In practice, the creator of an FO3 formula might prefer to use
meaningful variable names. To allow this, we have a slightly lighter restriction which is that we require
at most three unbound variables to occur under every quantifier, allowing us to rename variables to get
an FO3 formula. Therefore, our implementation translates first-order logic formulas for which there is
a straightforward correspondence to an FO3 formula. Consider the following first-order logic formula
as an example:
dr € Ady e B3z € C.3w e D. a(z,w)

Its translation would be:
Tipept,a) © @ © Tip righy
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The translation function T([3z € A.3y € B.3z € C.3w € D. a(z,w)]seLeftyecright) is used to
produce this translation, which is why the types “Left” and “Right” appear in the translation.

3.6. Scope and Metrics

The code accompanying this work encompasses 5410 lines, composed of 2338 lines typed by hand
and 3072 lines of simplification code generated through automated processes using Z3. Of these 5410
combined lines of code, 4254 are part of the final product that an end user would interact with, while
the remaining 1156 lines were used only to create the final product.

Another interesting statistic is that our rule dictionaries currently contain 250 homogeneous sim-
plification rules and 263 heterogeneous simplification rules, meaning 13 of our heterogeneous rules
could not be generalized by another typing of the same rule. For example, the following are two dif-
ferent typings found in our heterogeneous rules dictionary of the same simplification rule, with neither
one generalizing the other:

((A[P, P]) o (B[P, Q])) U ((A[P, P]) o (C[P, Q) = (A[P, P]) o (B[P, Q]) U (C[P,Q]))

and

((A[P,Q]) o (B[Q, Q1)) U ((A[P, Q]) o (C[Q, QD) = (A[P,Q]) o ((B[Q,Q]) U (C[Q, Q)

4. Conclusion and Future Work

This work implemented a translation from FO3 to RA, and back. We addressed a translation to homo-
geneous relation algebra, as well as typed FO3 formulas and a translation to heterogeneous Relation
Algebra, which to the best of our knowledge is a new contribution. Furthermore, we extensively tested
our implementation using Z3 and our type-checking system.

Some details still need to be figured out before people can write First-Order Logic formulas as an
alternative to writing valid Ampersand or RelView code. These details include minor syntax issues
and the fact that neither Ampersand nor RelView is built in Python. In the case of Ampersand [4], the
heterogeneous Relation Algebra used allows for sub-typing: if A is a subset of B, then a relation R
from A to A can be composed with a relation S from B to B. While this should relax the language in
principle, we need to confirm that translations in these cases are as expected.

A second question is how to get around the issue of only three variables being allowed in FO3
formulas. While three variables suffice for many declarations, one can occasionally hit this limit,
which might surprise the unwary user. Introducing additional predicates can help get around this
limit, as shown by Givant [3]. Doing this practically means that we do not wish to introduce too many
predicates. Moreover, we wish their values could be calculated reasonably efficiently in systems like
Ampersand or RelView. How to achieve this is an open question.

Furthermore, we have discovered through our work that there are some FO3 equations that Z3 is
unable to prove nor disprove the validity of in a reasonable amount of time. It would be interesting
to look further into why this is and how Z3 could be improved to prove or disprove such equations
quickly.
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