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Abstract. Domination-type parameters are difficult to manage in Cartesian product graphs and
there is usually no general relationship between the parameter in both factors and in the product
graph. This is the situation of the domination number, the Roman domination number or the 2-
domination number, among others. Contrary to what happens with the domination number and
the Roman domination number, the 2-domination number remains unknown in cylinders, that is,
the Cartesian product of a cycle and a path and in this paper, we will compute this parameter in
the cylinders with small cycles. We will develop two algorithms involving the (min,+) matrix
product that will allow us to compute the desired values of γ2(Cn�Pm), with 3 ≤ n ≤ 15 and
m ≥ 2. We will also pose a conjecture about the general formulæ for the 2-domination number
in this graph class.
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1. Introduction

Domination-type parameters in graphs (see [1]) are a well-known tool to approach the problem of
efficiently locating resources in a network. The variety of such parameters allows us to address differ-
ent distribution requirements of such resources. The original parameter is the domination number. A
dominating set in a graph G is a vertex set D such that every vertex not in D has at least one neighbor
in it. The domination number of G is γ(G), the minimum cardinal of a dominating set of G. This
parameter is still under study (see [2]). Moreover, several variations of it have been defined, even
quite recently (see [3]). Applications of some such variations to the optimal location of radio stations
or land surveying sensors can be found in [1].

If the distribution requirement is that every node of the network should have access to at least two
resources, the so-called 2-domination arises (see [4]). A 2-dominating set of a graph G is a vertex
subset S such that every vertex not in S has at least two neighbors in S. The 2-domination number
γ2(G) is the minimum cardinal of a 2-dominating set of G.

Following the general trend of domination-type parameters, the problem of computing the 2-
domination number is NP-complete in general graphs (see [5]). Furthermore, these parameters are
difficult to compute in Cartesian product graphs. Exhaustive information about graph products can be
found in [6]. For information about domination in Cartesian product graphs see [7, 8, 9]. Recall that
the Cartesian product of two graphs G�H is defined as follows:

• the vertex set is V (G�H) = V (G)×V (H), that is, the Cartesian product of the sets V (G) and
V (H),

• two vertices (g1, h1), (g2, h2) are adjacent in G�H if and only if

– either g1 = g2 and h1, h2 are adjacent in H ,

– or g1, g2 are adjacent in G and h1 = h2.

The 2-domination number remains unknown for general Cartesian product graphs while the 2-
domination number of particular cases of Cartesian product of two paths [10] or the Cartesian product
of two cycles [11] have been computed. Moreover, the general problem is still open for the Cartesian
product of a path and a cycle and the Cartesian product of two cycles, but the 2-domination number of
the Cartesian product of two paths has recently been obtained in [10], by using appropriate algorithms.
The main tool of these algorithms is the (min,+) matrix multiplication, defined over the semi-ring
P = (R ∪ {∞},min,+,∞, 0) of tropical numbers in the minimum convention [12]. This matrix
multiplication, that we denote with �, is defined by A � B = (cij = mink(aik + bkj)), that is,
the operations multiplication and addition in the usual matrix product are replaced by addition and
minimization, respectively. Moreover, the (min,+) product of a matrix A and α ∈ R ∪ {∞} is
defined by (α�A)ij = α+ aij .

Similar algorithms have been used to approach the computation of several domination-type param-
eters in Cartesian product graphs. The technique was originally presented in [13] for fasciagraphs and
rotagraphs, in which Cartesian products of paths and cycles are particular cases, and it also appears
in [10, 14, 15, 16, 17], among others. We follow these ideas in this paper.
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In the cases mentioned above, the process has two steps. Firstly, it is necessary to compute the
value of the parameter in some “small” cases consisting of bounding the order of one of the factors
of the Cartesian product graph. The behavior of the domination-like parameters in such graphs is not
regular for very small paths or cycles, but it becomes regular for big enough cases. Once such regular
behavior becomes apparent, a specific procedure can be designed to obtain the value of the desired
parameter for the general case.

In grids Pm�Pn both factors are paths and bounding the order of any of them is equal. However,
there are two options in cylinders Cn�Pm, either bounding the cycle order or the path order, that is,
considering either the case 3 ≤ n ≤ N,m ≥ 2, or the case 2 ≤ m ≤M,n ≥ 3. In this paper we will
focus on the first case and we compute the 2-domination number of cylinders with a small cycle, by
means of two algorithms that use the (min,+) product of large sparse matrices and dense vectors. In
Section 2 we present the theoretical results needed to ensure the validity of the algorithms that we run
in Section 3. Finally, we sum up our results in Section 4.

2. Theoretical results

In this section we present the results that will allow us to design two algorithms to compute the 2-
domination number of selected cylinders with small cycles and any path.

We will use the following notation for the cylinder Cn�Pm. The vertex set is V (Cn�Pm) =
{vij : 0 ≤ i ≤ n − 1, 0 ≤ j ≤ m − 1}. The i-th row is the subgraph generated by the vertex subset
{vij : 0 ≤ j ≤ n − 1}, that is isomorphic to Pm, and the j-th column is the subgraph generated by
{vij : 0 ≤ i ≤ m−1}, being isomorphic toCn. We numerate columns from left to right (see Figure 1).

first column last column

Figure 1. The columns of the cylinder Cn�Pm.

The neighbors of a vertex vij are the following (the first index is taken module n):

• if j = 1, then vij = vi1 is on the first column and its neighbors are v(i−1)1, v(i+1)1, vi2,

• if j = m − 1, then vij = vi(m−1) is on the last column and its neighbors are v(i−1)(m−1),
v(i+1)(m−1), vi(m−2),

• if 1 < j < m− 1, then vij has four neighbors: v(i−1)j , v(i+1)j , vi(j−1), vi(j+1).
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The general idea of the algorithm is to run the same routine several times, in such way that the
first step includes only the first column and the successive steps add one column at a time. To this
end, we need the following definition similar to the 2-dominating set but leaving the last column not
dominated, bearing in mind that such column could be dominated in the following step.

Definition 2.1. A quasi-2-dominating set of the cylinder Cn�Pm is a vertex subset R such that every
vertex not in R in the last column has at least one neighbor in R and every vertex not in R in the rest
of the columns has at least two neighbors in R.
Clearly, a 2-dominating set is a quasi-2-dominating set such that every vertex in the last column is also
2-dominated.

Our objective is to identify each quasi-2-dominating set of Cn�Pm with a particular vertex label-
ing that will allow us to handle such vertex subsets with the appropriate algorithms. To this end, let R
be a quasi-2-dominating set of Cn�Pm. We label the vertices of Cn�Pm with labels 0, 1, 2 by using
the following rules.

• every v ∈ R has label 0,

• v ∈ V (Cn�Pm) \ R having at least two neighbors in R in its column or in the previous one is
labeled as 1,

• otherwise, that is, v ∈ V (Cn�Pm) \ R has exactly one the neighbor in R in its column or in
the previous one, we label the vertex v as 2.

By using this labeling, each column is now identified with an ordered list, that is, a word of length
n over the alphabet {0, 1, 2}. It is clear that not any word of length n can represent a column of
Cn�Pm, due to the restrictions derived from R being a quasi-2-dominating set. By definition of the
labeling, subsequences 111, 211, 112, 212 are not possible because each vertex with label 1 has at least
one neighbor in R, that is, labeled as 0, in its column. Moreover, subsequence 020 is not allowed by
definition of label 2.

However, vertices in the first column have a different behavior. The first column has no previous
one, so subsequences 110, 011, 012, 210 are not allowed there because both neighbors of vertices with
label 1 in the first column, must be in R.

Moreover, in the particular case of a 2-dominating set S, the last column is also different because
it has no following one, so every vertex in the last column either belongs to S or has at least two
neighbors in S in their column or the previous one. Therefore there is no vertices with label 2 in the
last column.

We resume these ideas in the following definition.

Definition 2.2. Let p be a word of length n over the alphabet {0, 1, 2}.

• p is called suitable if it does not contain any of the subsequences 111, 211, 112, 212, 020.

• p is called initial if it is suitable and it does not contain any of the subsequences 110, 011, 012, 210.

• p is called final if it is suitable and it does not contain any 2.

• The weight ω(p) of a suitable word p is the number of 0′s contained in p.
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In the same way that just some words are appropriate to represent a quasi-2-dominating set, there
are some rules that words in consecutive columns must follow due to the labeling definition and
because R is a quasi-2-dominating set. We quote such rules in the following definition.

Definition 2.3. Let p = (p0, . . . , pn−1), q = (q0, . . . , qn−1) be suitable words of length n over
the alphabet {0, 1, 2}. We say that p can follow q if the following conditions hold, for each i ∈
{0, 1, . . . , n− 1} (indices are taken module n):

if qi = 0 then either pi = 0

or pi = 1

or pi = 2, pi−1 6= 0, pi+1 6= 0

if qi = 1 then either pi = 0

or pi = 1, pi−1 = 0, pi+1 = 0

or pi = 2, pi−1 = 0

or pi = 2, pi+1 = 0

if qi = 2 then pi = 0

The following proposition describes the identification of each quasi-2-dominating set of Cn�Pm

with a particular labeling of the vertices, as we had announced. Such identification will allow us to
encode the information of each quasi-2-dominating set and to use it in our algorithms.

Proposition 2.4. 1. Each quasi-2-dominating set of Cn�Pm can be identified with an ordered list
p0,p1, . . . , pm−1 of m suitable words of length n such that p0 is initial, and pi+1 can follow
pi, for every i ∈ {0, . . . ,m− 2}.
Conversely, every ordered list p0,p1, . . . , pm−1 of m suitable words of length n such that p0

is initial, and pi+1 can follow pi, for every i ∈ {0, . . . ,m − 2}, represents a unique quasi-2-
dominating set of Cn�Pm.

2. If R = p0,p0, . . . , pm−1 is a quasi-2-dominating set of Cn�Pm, then |R| =
∑m−1

k=0 ω(p
k).

3. R = p0,p1, . . . , pm−1 is a quasi-2-dominating set of Cn�Pm if and only if R′ = p0,p1, . . . ,
pm−2 is a quasi-2-dominating set of Cn�Pm−1 and pm−1 can follow pm−2.

4. A quasi-2-dominating set S = p0,p1, . . . , pm−1 is a 2-dominating set of Cn�Pm if and only
if the last word pm−1 is final.

Proof:

1. Let R be a quasi-2-dominating set of Cn�Pm and consider the associated vertex labeling. Let
pj be the word associated to vertices in the j-th column, for j ∈ {0, . . . ,m − 1}. Then, the
rules of the labeling ensure that the word list p0,p1, . . . , pm−1 satisfies the desired properties.
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Conversely, consider a word list p0,p1, . . . , pm−1 with the properties described above. For
each j ∈ {0, . . . ,m − 1}, pj = (pj1, . . . , p

j
n−1) and we label the vertices in the j-th column

as vij = pji , i ∈ {1, . . . , n − 1}. Clearly, the set of all vertices in Cn�Pm with label 0 is
quasi-2-dominating.

2. Let R = p0,p1, . . . , pm−1 be a quasi-2-dominating set, identified with its word list. By the
construction provided in the preceding item, the cardinal of R is the number of vertices with
label 0, that is |R| =

∑m−1
k=0 ω(p

k).

3. Let R = p0,p1, . . . , pm−1 be a quasi-2-dominating set. Then, every vertex in columns from
the first one to the (m− 2)-th has at least two neighbors in R, that are also in R′ = p0,p1, . . . ,
pm−2, except perhaps in the case of column (m − 2)-th, where just one neighbor in R′ is
ensured. Moreover p0 is initial and pi+1 can follow pi, for every i ∈ {0, . . . ,m − 2}. This
means that R′ is a quasi-2-dominating set of Cn�Pm−1, as desired.

Conversely, let p0,p1, . . . , pm−1 be a word list such that R′ = p0,p1, . . . , pm−2 is a quasi-
2-dominating set of Cn�Pm−1 and pm−1 can follow pm−2. Then, vertices in columns from
the first one to the (m − 3)-th have at least two neighbors with label 0, because R′ is quasi-2-
dominating, vertices in the (m− 2)-th column have at least two neighbors with label 0 because
R′ is quasi-2-dominating and pm−1 can follow pm−2 and vertices in (m−1)-th column have at
least one neighbor with label 0, because pm−2 is suitable and pm−1 can follow pm−2. These
conditions ensure that R = p0,p1, . . . , pm−1 is a quasi-2-dominating set of Cn�Pm.

4. Clearly, a quasi-2-dominating set S = p0,p1, . . . , pm−1 is a 2-dominating set if and only
if every vertex in the last column either is in S or has at least two neighbors in S, so S is a
2-dominating set if and only if pm−1 does not contain any 2, that is, it is a final word.

ut

We now define the tools that will be needed to compute the 2-domination number of the cylinder
Cn�Pm. Let n ≥ 3 be an integer and denote by s(n) the number of suitable words of length n.
The initial vector X1 = (X1(p1), . . . , X1(ps(n))) is a vector of length s(n), such that each entry
corresponds to a suitable word, defined as follows.

X1(p) =

{
ω(p) if p is initial
∞ otherwise

(1)

The transition matrix A = (Apq) is the square matrix with size s(n) such that each entry corre-
sponds to a pair of suitable words, defined as follows.

Apq =

{
ω(p) if p can follow q

∞ otherwise
(2)

In the following theorem we describe how the initial vector and the transition matrix collect the
information about the quasi-2-dominating sets of a cylinder needed to compute its 2-domination num-
ber.



E.M. Garzón et al. / On the 2-domination Number of Cylinders with Small Cycles 191

Theorem 2.5. Let n ≥ 3 be an integer. Let X1 be the initial vector defined by Equation 1 and let A
be the transition matrix defined by Equation 2. Let m ≥ 2 be an integer and let X2, . . . , Xm be the
vectors recursively obtained by Xi+1 = A�Xi. Then

Xm(p) =



∞ if there is no quasi-2-dominating set in
Cn�Pm with word p in the last column

minimum cardinal of a quasi-2-dominating set
of Cn�Pm with word p in the last column otherwise

Proof:
We proceed by induction over m ≥ 2. First of all, X2 = A � X1, so for each suitable word p, by
definition of the (min,+) matrix multiplication, we obtain:

X2(p) = min{Appk +X1(pk) : k ∈ {1, . . . , s(n)}}

We now consider two different cases.

Case 1: X2(p) =∞.
This means that, for every k ∈ {1, . . . , s(n)} either Appk =∞ or X1(pk) =∞, that is, either p

cannot follow pk or pk is not initial. Therefore, there is no quasi-2-dominating set in Cn�P2 with p
in the last column.

Case 2: X2(p) <∞.
Then, there exists an index ` such that

min{Appk +X1(pk) : k ∈ {1, . . . , s(n)}} = App` +X1(p`) <∞

and, in particular, both App` and X1(p`) are finite.

Therefore, p` is an initial word, X1(p`) = ω(p`), the word p can follow p` and App` = ω(p).
So the quasi-2-dominating set represented by the word list p`p has the word p in the last column and,
by using Proposition 2.4, its cardinal is ω(p) + ω(p`) = App` +X1(p`), which is minimum among
the cardinals of the quasi-2-dominating sets having p in the last column, by the election of the index
`. This concludes the first case of the induction and we now proceed with the inductive step.

Assume that the vector Xm−1 satisfies the desired properties, that is,

Xm−1(p) =



∞ if there is no quasi-2-dominating
set in Cn�Pm−1 with the word p

in the last column

minimum cardinal of a quasi-2-dominating
set of Cn�Pm−1 with the word p in the
last column otherwise

and let Xm = A �Xm−1. Then, Xm(p) = min{Appk +Xm−1(pk) : k ∈ {1, . . . , s(n)}} and we
again consider two cases.
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Case 1: Xm(p) =∞.
Then, Appk + Xm−1(pk) = ∞ for every k ∈ {1, . . . , s(n)}. Suppose, on the contrary, that

there is a quasi-2-dominating set in Cn�Pm with the word p in the last column, represented by the
word list pk1 , . . . , pkm−1 , p. Thus, the word p can follow the word pkm−1 and moreover, by using
Proposition 2.4, the word list pk1 , . . . , pkm−1 represents to a quasi-2-dominating set in Cn�Pm−1
with pkm−1 in the last column. Both conditions give that A

pp
km−1 +Xm−1(pkm−1) <∞, a contra-

diction to the hypothesis of this case.

Case 2: Xm(p) <∞.
Then, there exists an index ` such that Xm(p) = min{Appk +Xm−1(pk) : k ∈ {1, . . . , s(n)} =

App` + Xm−1(p`) < ∞. Thus, by the inductive hypothesis, there exists a quasi-2-dominating set
in Cn�Pm−1 with word list pk1 , . . . , pkm−2 , p` and, by definition of the transition matrix A, p can
follow p`.

Finally, again by using Proposition 2.4, the word list pk1 , . . . , pkm−2 , p`, p represents a quasi-
2-dominating set in Cn�Pm, with p in the last column and having cardinal App` + Xm−1(p`) =
Xm(p), which is the minimum among the cardinal of all the quasi-2-dominating sets satisfying the
same conditions, by the election of the index `.

This concludes the inductive proof. ut

We conclude the results that allow us to compute γ2(Cn�Pm), where n and m are fixed integers,
with the following theorem that will provide theoretical support for the algorithmic results.

Theorem 2.6. Let n ≥ 3 and m ≥ 2 be integers. Let X1 be the initial vector defined by Equation 1
and let A be the transition matrix defined by Equation 2. Let X2, . . . , Xm be the vectors recursively
obtained by Xi+1 = A�Xi. Then

γ2(Cn�Pm) = min{Xm(p) : p is a final world}

Proof:
Let S′ be a 2-dominating set in Cn�Pm such that γ2(Cn�Pm) = |S′|. Then, the last word of S′, say
p′, is a final word and, by Theorem 2.5,

|S′| = minimum cardinal of a quasi-2-dominating set of Cn�Pm

= minimum cardinal of a quasi-2-dominating set of Cn�Pm with word p′ in the last column

= Xm(p′)

However, by the selection of S′, it is clear that Xm(p′) = min{Xm(p) : p is a final word}, so
finally,

γ2(Cn�Pm) = |S′|
= Xm(p′)

= min{Xm(p) : p is a final word} ut
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The last theorem gives a procedure to compute γ2(Cn�Pm), for fixed n and m. We finish this
section with a standard argument about the (min,+) matrix multiplication, that allows us to obtain
γ2(Cn�Pm), for fixed n and any m ≥ 2. To this end, we need the following well known lemma
whose proof we include here for the sake of completeness.

Lemma 2.7. Let A be a square matrix and let X1 be a vector with the same size as A. Let Xi be
the vectors recursively obtained by Xi+1 = A � Xi for i ≥ 2 and suppose that there exist natural
numbers m0, a, b such that Xm0+a = b�Xm0 . Then, Xm+a = b�Xm, for every m ≥ m0.

Proof:
We proceed by induction. By hypothesis, Xm0+a = b � Xm0 . Let m ≥ m0 be such that Xm+a =
b�Xm then,X(m+1)+a = A�Xm+a = A�(b�Xm) = b�(A�Xm) = b�Xm+1, as desired. ut

Theorem 2.8. Let n ≥ 3 be an integer. Let X1 be the initial vector defined by Equation 1 and let
A be the transition matrix defined by Equation 2. Let Xi be the vectors recursively obtained by
Xi+1 = A�Xi for i ≥ 1 and assume that there exist integers m0, a, b such that Xm0+a = b�Xm0 .
Then, γ2(Cn�Pm+a) = b+ γ2(Cn�Pm), for every m ≥ m0.

Proof:
By using Theorem 2.6 and Lemma 2.7, we obtain that

γ2(Cn�Pm+a) = min{Xm+a(p) : p is a final word}
= min{b�Xm(p) : p is a final word}
= min{b+Xm(p) : p is a final word}
= b+min{Xm(p) : p is a final word}
= b+ γ2(Cn�Pm) ut

Note that, given a fixed integer n ≥ 3, the theorem above provides the following finite differ-
ence equation for the 2-dominating number of the cylinder Cn�Pm, where a, b, and m0 are as in
Theorem 2.8.

γ2(Cn�Pm+a)− γ2(Cn�Pm)) = b, for m ≥ m0

whose boundary values are γ2(Cn�Pm) form0 ≤ m ≤ m0+a−1. The unique solution of such finite
difference equation provides γ2(Cn�Pm) for every m ≥ m0. In addition, the procedure described in
Theorem 2.6 gives the remaining values, that is, the values of γ2(Cn�Pm) for 2 ≤ m ≤ m0 − 1.

3. Algorithmic results

In this section we present the algorithms that we have used to compute γ2(Cn�Pm), in cases 3 ≤
n ≤ 15. We have run the algorithms in a CPU AMD EPYC 7642 and we also present the results that
we have obtained. We have divided the computation into two steps. Firstly, Algorithm 1 provides the
finite difference equation presented in Theorem 2.8.



194 E.M. Garzón et al. / On the 2-domination Number of Cylinders with Small Cycles

Algorithm 1: Searching for the finite difference equation for γ2(Cn�Pm), with n fixed
Input: n ≥ 3, a natural number
Output: the finite difference equation γ2(Cn�Pm+a)− γ2(Cn�Pm) = b, for m ≥ m0 or

finite difference equation not found
1 compute all suitable words of length n;
2 compute the initial words and the initial vector X1;
3 compute matrix A;
4 compute the vectors Xi+1 = A�Xi, for i ≤ K big enough;
5 if Xm0+a = b�Xm0 for natural numbers m0, a, b then
6 return m0, a, b
7 end
8 else
9 return finite difference equation not found

10 end

There are some sufficient conditions to ensure that Step 5 of Algorithm 1 is true (see [14]) but they
provide a huge value for m0, in the order of the square of the matrix size, and they are not practical.
We have looked for the desired relationship just by checking the vectors computed in Step 4, with
K = 20.

In addition, from the computational point of view it is more efficient to compute vectors in Step 4
recursively as Xi+1 = A�Xi, for i ≤ 20, instead of using the alternative formula Xi = Ai−1 �X1.
The reason is that the initial matrix A is sparse but it becomes dense after a small number (3 or 4) of
(min,+) powers, so the resources needed to compute and store the matrixA and 20 vectors are smaller
than the resources needed to compute and store 20 successive powers of A. The (min,+) product of
the matrix A and the vectors Xi has been done with a modification of the library CSPARSE [18],
to adapt it to such product. The computation times of Steps 1 and 2 in Algorithm 1 are negligible
compared to those of Steps 3 and 4, even in the largest case n = 15, so we do not show them. We
show the results obtained by Algorithm 1 in Table 1.

The values in Table 1 provide the finite difference equation f(m + a) − f(m) = b,m ≥ m0,
where f(m) = γ2(Cn�Pm), for fixed n ∈ {3, . . . , 15}. Note that a regular behavior can be found in
the values of a and b, for the cases 3 ≤ n ≤ 15.

• If n ≡ 0 (mod 3) then, a = 1 and b =
n

3
·

• If n ≡ 1 (mod 3) then, a = 2 and b =
2n+ 1

3
·

• If n ≡ 2 (mod 3) then, a = 2 and b =
2n+ 2

3
·

The boundary values of the finite difference equations provided above are f(m) = γ2(Cn�Pm)
for m0 ≤ m ≤ m0 + a − 1. We have computed them by using Algorithm 2, which follows from the
result shown in Theorem 2.6.
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Table 1. Results obtained by Algorithm 1

n Number of
suitable words

Memory size
of the matrix

A

Computation
time of the

matrix A

Computation time
of vectors
Xi, i ≤ 20

m0 a b

3 17 0.32KB < 1s. < 1s. 5 1 1
4 40 1.18KB < 1s. < 1s. 6 2 3
5 92 4.64KB < 1s. < 1s. 8 2 4
6 235 19.82KB < 1s. < 1s. 7 1 2
7 590 82.34KB < 1s. < 1s. 8 2 5
8 1456 339.27KB < 1s. < 1s. 7 2 6
9 3617 1.37MB < 1s. 3s. 8 1 3

10 9004 5.70MB 4s. 10s. 9 2 7
11 22376 23.61MB 22s. 43s. 10 2 8
12 55603 97.84MB 2m.14s. 2m.53s. 11 1 4
13 138218 405.51MB 13m.30s. 11m.50s. 10 2 9
14 343564 0.95GB 82m.10s. 49m.13s. 11 2 10
15 853937 6.8GB 8h.23m.34s. 3h.24m.51s. 11 1 5

We have also computed with Algorithm 2 the remaining values, that is, γ2(Cn�Pm) for every
2 ≤ m ≤ m0 − 1. All the values are in Table 2.

Algorithm 2: Computation of γ2(Cn�Pm), for n,m fixed
Input: n ≥ 3,m ≥ 2, natural numbers
Output: γ2(Cn�Pm)

1 compute all suitable words of length n;
2 compute the initial words and the initial vector X1;
3 compute matrix A;
4 compute the vectors Xi+1 = A�Xi, for 1 ≤ i ≤ m− 1;
5 compute the final words;
6 return min{Xm(p) : p is a final word}

Again, the running times of Steps 5 and 6 in Algorithm 2 are negligible compared to those of
Steps 3 and 4, even in the largest case n = 15. With the data in Tables 1 and 2, we have solved the
finite difference equation γ2(Cn�Pm+a)− γ2(Cn�Pm)) = b, for m ≥ m0, for each value of n, and
therefore, we have computed the general formula of γ2(Cn�Pm), with 3 ≤ n ≤ 15 and m ≥ m0.
In some cases, some remaining values (m < m0) also agree with the solution of the equation and we
have included them. The values of γ2(Cn�Pm) with 3 ≤ n ≤ 15, m < m0 and such that they do not
follow the general formula, can be found in Table 2.
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Table 2. Boundary values and remaining values obtained with Algorithm 2

n finite difference equation boundary values remaining values

3 f(m+ 1)− f(m) = 1,m ≥ 5 f(5) = 7 f(2) = 3, f(3) = 4, f(4) = 6

4 f(m+ 2)− f(m) = 3,m ≥ 6 f(6) = 11, f(7) = 12 f(2) = 4, f(3) = 6, f(4) = 8, f(5) = 9

5 f(m+ 2)− f(m) = 4,m ≥ 8 f(8) = 18, f(9) = 19 f(2) = 5, f(3) = 7, f(4) = 10, f(5) = 11, f(6) = 14,
f(7) = 15

6 f(m+ 1)− f(m) = 2,m ≥ 7 f(7) = 18 f(2) = 6, f(3) = 8, f(4) = 11, f(5) = 13, f(6) = 16

7 f(m+ 2)− f(m) = 5,m ≥ 8 f(8) = 24, f(9) = 26 f(2) = 7, f(3) = 10, f(4) = 13, f(5) = 15, f(6) = 18,
f(7) = 21

8 f(m+ 2)− f(m) = 6,m ≥ 7 f(7) = 24, f(8) = 27 f(2) = 8, f(3) = 11, f(4) = 14, f(5) = 18, f(6) = 21

9 f(m+ 1)− f(m) = 3,m ≥ 8 f(8) = 30 f(2) = 9, f(3) = 12, f(4) = 16, f(5) = 20, f(6) = 24,
f(7) = 27

10 f(m+ 2)− f(m) = 7,m ≥ 9 f(9) = 37, f(10) = 41 f(2) = 10, f(3) = 14, f(4) = 18, f(5) = 22, f(6) = 26,
f(7) = 30, f(8) = 34

11 f(m+ 2)− f(m) = 8,m ≥ 10 f(10) = 45, f(11) = 49 f(2) = 11, f(3) = 15, f(4) = 20, f(5) = 24, f(6) = 28,
f(7) = 33, f(8) = 37, f(9) = 41

12 f(m+ 1)− f(m) = 4,m ≥ 11 f(11) = 52 f(2) = 12, f(3) = 16, f(4) = 22, f(5) = 26, f(6) = 31,
f(7) = 36, f(8) = 40, f(9) = 44, f(10) = 48

13 f(m+ 2)− f(m) = 9,m ≥ 10 f(10) = 53, f(11) = 57 f(2) = 13, f(3) = 18, f(4) = 24, f(5) = 28, f(6) = 34,
f(7) = 39, f(8) = 44, f(9) = 48

14 f(m+ 2)− f(m) = 10,m ≥ 11 f(11) = 62, f(12) = 67 f(2) = 14, f(3) = 19, f(4) = 25, f(5) = 30, f(6) = 36,
f(7) = 42, f(8) = 47, f(9) = 52, f(10) = 57

15 f(m+ 1)− f(m) = 5,m ≥ 11 f(11) = 65 f(2) = 15, f(3) = 20, f(4) = 27, f(5) = 33, f(6) = 39,
f(7) = 45, f(8) = 50, f(9) = 55, f(10) = 60

γ2(C3�Pm) = m+ 2, for m ≥ 4

γ2(C4�Pm) =

⌈
3m+ 3

2

⌉
, for m ≥ 3

γ2(C5�Pm) =

{
2m+ 2 if m 6= 2 and m ≡ 0 (mod 2)

2m+ 1 if m = 2 or m ≡ 1 (mod 2)

γ2(C6�Pm) = 2m+ 4, for m ≥ 6

γ2(C7�Pm) =

⌈
5m+ 7

2

⌉
, for m ≥ 7

γ2(C8�Pm) = 3m+ 3, for m ≥ 5

γ2(C9�Pm) = 3m+ 6, for m ≥ 6

γ2(C10�Pm) =

⌈
7m+ 11

2

⌉
, for m ≥ 7
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γ2(C11�Pm) = 4m+ 5, for m ≥ 7

γ2(C12�Pm) = 4m+ 8, for m ≥ 7

γ2(C13�Pm) =

⌈
9m+ 15

2

⌉
, for m ≥ 7

γ2(C14�Pm) = 5m+ 7, for m ≥ 7

γ2(C15�Pm) = 5m+ 10, for m ≥ 7

4. Conclusions

In this paper we present two algorithms to compute the 2-domination number of cylinders Cn�Pm

with 3 ≤ n ≤ 15 and m ≥ 2. Both algorithms are based on the (min,+) matrix multiplication
and they adapt to this graph family and this parameter a technique that has been used to compute
other domination parameters in the Cartesian product of two paths and a cycle and a path. The first
algorithm provides a finite difference equation for the 2-domination number of Cn�Pm, where n is
fixed and small enough and the second one computes the boundary values of such equation and the
remaining values not included in it.

The size of the matrices used by both algorithms grows exponentially with n and it is the key to
decide if a value of n is suitable or not. In our case, we have run the algorithms for n ≤ 15 and in the
largest case the matrix has a size of 853937 rows and columns. From the computational point of view,
we have taken advantage of the fact that such matrices are sparse and we have used a modification of
the library CSPARSE, to compute the (min,+) product of the matrices and appropriate vectors.

The algorithms have provided formulæ for γ2(Cn�Pm), 3 ≤ n ≤ 15,m ≥ 2 and they follow
regular patterns, for big enough values of m, except for the case n = 5:

• If n = 3, 6, 9, 12, 15 then, γ2(Cn�Pm) =
n(m+ 2)

3
·

• If n = 4, 7, 10, 13 then, γ2(Cn�Pm) =

⌈
2n+1

3 (m+ 1)

2
+
n− 4

3

⌉
·

• If n = 8, 11, 14 then, γ2(Cn�Pm) =
(n+ 1)(m+ 1)

3
+
n− 8

3
·

We think that these formulæ could be also valid for larger values of n.
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