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#### Abstract

Two integral quadratic unit forms are called strongly Gram congruent if their upper triangular Gram matrices are $\mathbb{Z}$-congruent. The paper gives a combinatorial strong Gram invariant for those unit forms that are non-negative of Dynkin type $\mathbb{A}_{r}$ (for $r \geqslant 1$ ), within the framework introduced in [Fundamenta Informaticae 184(1):49-82, 2021], and uses it to determine all corresponding Coxeter polynomials and (reduced) Coxeter numbers.
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## 1. Introduction

## Basic notions.

Integral quadratic forms (that is, homogeneous polynomials of degree two with integer coefficients), have been a central topic of study, sometimes indirectly, in many areas of abstract algebra and graph theory (see for instance [7, 19, 3, 5, 8] and the introductory notes of [2, 1, 9]). One approach, initiated by Simson in [22, 23] and developed intensively by Simson and collaborators, see for instance [15, 16, 17, 25, 31, 26, 27, 28, 29], consists in substituting $q$ by the (upper triangular) standard morsification $b_{q}: \mathbb{Z}^{n} \times \mathbb{Z}^{n} \rightarrow \mathbb{Z}$ of $q$, and focuses on the Coxeter formalism of $b_{q}$. In this way, one defines the strong Gram congruence among unit forms, and attaches the Coxeter invariants of $b_{q}$ to $q$, which are also strong Gram invariants of $q$ (cf. [28, Lemma 1.3] or [13, Lemma 4.6]), a point of view mainly motivated from the Auslander-Reiten theory of associative algebras, see [22, 23] and references therein.

[^0]The aim of this paper is to explicitly determine some classical Coxeter invariants, namely the Coxeter polynomial and the (reduced) Coxeter number, associated to a connected non-negative unit form of Dynkin type $\mathbb{A}_{r}(r \geqslant 1)$. Work in this direction may be found, for instance, in [23, Theorem 3.3], [24, Theorem 3.2], [16, Theorem 5.1] and [10, Theorem 2.3] for small number of variables, in [28, Theorem 2.4] and [29, Theorem 2.2] for the Dynkin types $\mathbb{A}$ and $\mathbb{D}$ of corank zero, respectively, and in [11, Theorem 1.10] and [30, Corollary 11] for quadratic forms associated to principal posets (corank one). We follow the graph theoretical technique introduced in [12], and applied recently to the study of the strong Gram congruence in [13]. We refer the reader to the introduction of [13] for some historical remarks and further references for these methods.

Throughout the paper we identify an integral quadratic form $q: \mathbb{Z}^{n} \rightarrow \mathbb{Z}, q(x)=\sum_{1 \leqslant i \leqslant j \leqslant n} q_{i, j} x_{i} x_{j}$, with the upper triangular matrix $\breve{G}_{q}=\left(g_{i, j}\right)$ given by $g_{i, j}=q_{i, j}$ if $1 \leqslant i \leqslant j \leqslant n$ and $g_{i, j}=0$ if $1 \leqslant j<i \leqslant n$. This matrix is referred to as (non-symmetric or upper triangular) Gram matrix of $q$, and is the unique upper triangular integer matrix satisfying

$$
q(x)=x^{\operatorname{tr}} \check{G}_{q} x, \quad \text { for any column vector } x \text { in } \mathbb{Z}^{n}
$$

The quadratic form $q$ is unitary (or a unit form) if all diagonal entries of $\breve{G}_{q}$ are equal to 1 . The symmetric Gram matrix $G_{q}$ of $q$ is given by $G_{q}=\breve{G}_{q}+\breve{G}_{q}^{\text {tr }}$. Two unit forms $q$ and $q^{\prime}$ are called weakly (resp. strongly) Gram congruent, if there is a $\mathbb{Z}$-invertible $n \times n$ matrix $B$ such that $G_{q^{\prime}}=$ $B^{\operatorname{tr}} G_{q} B$ (resp. $\check{G}_{q^{\prime}}=B^{\operatorname{tr}} \check{G}_{q} B$ ), written $q^{\prime} \sim^{B} q$ or $q^{\prime} \sim q$ (resp. $q^{\prime} \approx^{B} q$ or $q^{\prime} \approx q$ ). In what follows we use standard notions and results on quadratic forms, such as positivity, non-negativity, corank, connectedness and Dynkin type (cf. [4, 31, 2, 27]). For instance, the weak Gram classification of nonnegative unit forms, achieved in [4] and [25] with different methods, assigns a unique Dynkin type $\mathbb{A}_{n}, \mathbb{D}_{m}$ or $\mathbb{E}_{p}$ (for $n \geqslant 1, m \geqslant 4$ or $p \in\{6,7,8\}$ ) and a non-negative corank to any weak congruence class of non-negative unit forms. Since, clearly, the strong Gram congruence refines the weak one, it is natural to approach the strong classification problem by the cases of the weak classification. Here we continue the study of the strong Gram congruence among non-negative unit forms of Dynkin type $\mathbb{A}_{r}$ started in [13]. For convenience, we present relevant definitions and constructions of [13] as needed.

Note that if $q$ is a connected non-negative unit form in $n \geqslant 1$ variables, then the corank $c$ of $q$ is smaller than $n$, since $n-c$ is the rank of $q$. For $0 \leqslant c<n$, we denote by $\operatorname{UQuad}_{\mathbb{A}}^{c}(n)$ the set of connected non-negative unit forms in $n$ vertices, with corank $c$ and Dynkin type $\mathbb{A}_{n-c}$,

$$
\operatorname{UQuad}_{\mathbb{A}}^{c}(n)=\left\{q: \mathbb{Z}^{n} \rightarrow \mathbb{Z} \mid q \text { is connected, } q \geqslant 0, \operatorname{Dyn}(q)=\mathbb{A}_{n-c} \text { and } \operatorname{cork}(q)=c\right\}
$$

## Partitions and permutations.

A partition $\pi$ of an integer $m \geqslant 1$ (written $\pi \vdash m$ ) is a non-increasing sequence of positive integers $\pi=\left(\pi_{1}, \ldots, \pi_{\ell(\pi)}\right)$ for some $\ell(\pi) \geqslant 1$, such that $m=\sum_{a=1}^{\ell(\pi)} \pi_{a}$. The integer $\ell(\pi)$ is called length or number of parts of $\pi$. For instance, let $\rho$ be a permutation of the set $\{1, \ldots, m\}$. The orbits of $\rho$ determine a set-partition

$$
\{1, \ldots, m\}=\mathcal{P}_{1} \sqcup \ldots \sqcup \mathcal{P}_{\ell}
$$

for some $\ell \geqslant 1$ (that is, two indices $v, v^{\prime} \in\{1, \ldots, m\}$ belong to the same subset $\mathcal{P}_{r}$ if and only if there is $t \geqslant 0$ such that $v^{\prime}=\rho^{t}(v)$, and for any element $v$ there is a subset $\mathcal{P}_{r}$ containing $v$ ). The sequence of cardinalities of $\mathcal{P}_{1}, \ldots, \mathcal{P}_{\ell}$, ordered non-increasingly, is a partition $\pi(\rho)$ of $m$, usually called the cycle type (or cycle structure) of the permutation $\rho$ (cf. [20, §2.2]). Conversely, for any partition $\pi=\left(\pi_{1}, \ldots, \pi_{\ell}\right)$ of $m$, denote by $\rho_{\pi}$ the permutation of $\{1, \ldots, m\}$ given as composition of cycles of length $\pi_{r}$,

$$
\rho_{\pi}=\left(1, \ldots, \pi_{1}\right)\left(\pi_{1}+1, \ldots, \pi_{1}+\pi_{2}\right) \cdots\left(\pi_{1}+\ldots+\pi_{\ell-1}+1, \ldots, m-1, m\right)
$$

Clearly, $\pi\left(\rho_{\pi}\right)=\pi$. It is well known that for two permutations $\rho$ and $\rho^{\prime}$ of the set $\{1, \ldots, m\}$, we have $\pi(\rho)=\pi\left(\rho^{\prime}\right)$ if and only if $\rho$ and $\rho^{\prime}$ are conjugated permutations (that is, $\rho^{\prime}=\xi \rho \xi^{-1}$ for some permutation $\xi$ of $\{1, \ldots, m\}$, see for instance [20, Proposition 2.33]). In particular, if $P(\rho)$ denotes the matrix with $P(\rho) \mathbf{e}_{v}=\mathbf{e}_{\rho(v)}$ for any $v \in\{1, \ldots, m\}$ where $\mathbf{e}_{v}$ is the $v$-th canonical vector of $\mathbb{Z}^{m}\left(P(\rho)\right.$ is called the permutation matrix of $\rho$ ), then the characteristic polynomial char ${ }_{P(\rho)}(\lambda)$ of $P(\rho)$ only depends on the cycle type $\pi(\rho)$ of $\rho$. Since the characteristic polynomial of the permutation matrix of a cycle of length $r$ is $\left(\lambda^{r}-1\right)$, if $\pi(\rho)=\left(\pi_{1}, \ldots, \pi_{\ell}\right)$ then the characteristic polynomial of $P(\rho)$ is

$$
\operatorname{char}_{P(\rho)}(\lambda)=\prod_{a=1}^{\ell(\pi)}\left(\lambda^{\pi_{a}}-1\right)
$$

Define the characteristic polynomial of a partition $\pi$ as the characteristic polynomial of the permutation matrix $P\left(\rho_{\pi}\right)$, that is, $\operatorname{char}_{\pi}(\lambda):=\operatorname{char}_{P\left(\rho_{\pi}\right)}(\lambda)$. By the comments above, $\operatorname{char}_{\pi}(\lambda)$ is the characteristic polynomial of the permutation matrix of any permutation with cycle type $\pi$.

For arbitrary $c \geqslant 0$ and $m \geqslant 1$, we consider the set of partitions of the integer $m$ having their number of parts restricted by $c$ as follows,

$$
\mathcal{P}_{1}^{c}(m)=\{\pi \vdash m \mid 0 \leqslant c-(\ell(\pi)-1) \equiv 0 \quad \bmod 2\} .
$$

## Overview of the paper.

The Coxeter matrix $\Phi_{q}$ of a unit form $q$ is given by $\Phi_{q}=-\breve{G}_{q}^{\mathbf{t r}} \check{G}_{q}^{-1}$ (compare with more usual definitions as given in [2] or [25]). The characteristic polynomial of $\Phi_{q}$ is called Coxeter polynomial of $q$, and is denoted by $\varphi_{q}(\lambda)$. It is well known that if $q^{\prime} \approx q$ for a unit form $q^{\prime}$, then $\varphi_{q^{\prime}}(\lambda)=\varphi_{q}(\lambda)$ (see for instance [13, Lemma 4.6]). Our goal is to prove the following result (see Theorem6.3]below).

## Main theorem.

For any integers $0 \leqslant c<n$, there is a surjective function

$$
\operatorname{UQuad}_{\mathbb{A}}^{c}(n) \xrightarrow{\mathbf{c t}} \mathcal{P}_{1}^{c}(n-c+1),
$$

which is invariant under strong Gram congruence, and such that for any $q$ in $\operatorname{UQuad}_{\mathbb{A}}^{c}(n)$,

$$
\varphi_{q}(\lambda)=(\lambda-1)^{c-1} \operatorname{char}_{\mathbf{c t}(q)}(\lambda) .
$$

The partition $\operatorname{ct}(q)$ will be referred to as cycle type of $q$, and the induced function on the quotient $\operatorname{UQuad}_{\mathbb{A}}^{c}(n) / \approx$ will be also denoted by ct. Although the constructions leading to the proof of the Main Theorem are straightforward, most of the preparatory arguments are fairly technical. For convenience, we sketch the steps of the proof (see precise definitions below).
i) For a quiver $Q$ with $m$ vertices and $n$ arrows, and vertex-arrow incidence matrix $I(Q)$, consider the quadratic form $q_{Q}: \mathbb{Z}^{n} \rightarrow \mathbb{Z}$ given by

$$
q_{Q}(x)=\frac{1}{2}\|I(Q) x\|^{2} .
$$

It is shown in [12] that the set $\operatorname{UQuad}_{\mathbb{A}}^{c}(n)$ is precisely the set $\left\{q_{Q}\right\}$ over all connected loopless quivers $Q$ with $n$ arrows and $m=n-c+1$ vertices. This "quiver realization" facilitates the study of weak and strong Gram congruences within the set $\mathbf{U Q u a d}_{\mathbb{A}}^{c}(n)$, as shown in [13].
ii) Using $(i)$, the definition of the cycle type $\mathbf{c t}(q)$ of a quadratic form $q$ in $\mathbf{U Q u a d}_{\mathbb{A}}^{c}(n)$ follows from the notion of Coxeter-Laplace matrix $\Lambda_{Q}$ of a loop-less quiver $Q$ introduced in Theorem 3.3, where it is shown that $\Lambda_{Q}$ is the permutation matrix of a permutation $\xi_{Q}^{-}$of the set of vertices of $Q$. The construction of $\xi_{Q}^{-}$and the proof of Theorem 3.3 is the purpose of Sections 2 and 3 .
iii) The strong Gram congruence invariance of the cycle type ct follows from Theorem 3.3 and some observations on the mapping $Q \mapsto q_{Q}$ presented in Lemma6.1.
vi) Some technical considerations to determine the image of ct are given in Sections 4 and 5, In particular, in Definition 5.2 we fix a set of quadratic forms $q$ in $\operatorname{UQuad}_{\mathbb{A}}^{c}(n)$ representing those Coxeter polynomials permitted by Proposition 4.5.
v) The Coxeter polynomial of a member of $\operatorname{UQuad}_{\mathbb{A}}^{c}(n)$ is computed in Corollary 4.3 with help of Theorem 3.3 (see also Algorithm(4).

The Main Theorem is proved in Section 6, collecting the results of previous sections. As application, in Corollary 6.4 we determine the (reduced) Coxeter number of any unit form $q$ in $\operatorname{UQuad}_{\mathbb{A}}^{c}(n)$. In Section 7 we provide algorithms to compute the cycle type (Algorithms 11 and 2) and Coxeter polynomials of such unit forms (Algorithms 3 and 4), and comment on their spectral properties (Remark 7.1).

All matrices in the paper have integer coefficients. The canonical basis of $\mathbb{Z}^{n}$ is denoted by $\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}$ and the identity $n \times n$ matrix is denoted by $\mathbf{I}_{n}$, and simply by $\mathbf{I}$ for appropriate size. The transpose of a matrix $A$ is denoted by $A^{\mathbf{t r}}$, and if $A$ is an invertible square matrix, then $A^{-\mathbf{t r}}$ denotes $\left(A^{-1}\right)^{\mathbf{t r}}$. If $A_{1}, \ldots, A_{n}$ are the columns of $A$, we write $A=\left[A_{1}\left|A_{2}\right| \ldots \mid A_{n}\right]$.

## 2. Minimally monotonous walks

In this section we recall the definition of a quiver $Q$ and its (vertex-arrow) incidence matrix $I(Q)$. It was shown in [13, Proposition 4.4] that if $Q$ has no loop, and $\check{G}_{Q}$ is the upper triangular Gram matrix of $Q$ (defined below), then $I(Q) \breve{G}_{Q}^{-1}$ is also the incidence matrix of a loop-less quiver, called inverse
quiver of $Q$ and denoted by $Q^{-1}$ (Proposition [2.2 below). The integer matrix $I\left(Q^{-1}\right)=I(Q) \breve{G}_{Q}^{-1}$ plays a fundamental role in our discussion, and deserves a careful analysis. To this end, minimally monotonous (increasing or decreasing) walks were introduced in [13]. Here we use such walks to give an alternative description of $I\left(Q^{-1}\right)$ (Lemma 2.3), which leads to part of the proof of Theorem 3.3.,

By quiver we mean a quadruple $Q=\left(Q_{0}, Q_{1}, \mathbf{s}, \mathbf{t}\right)$ such that $Q_{0}$ and $Q_{1}$ are finite sets (called vertices and arrows of $Q$ respectively), and $\mathbf{s}, \mathbf{t}: Q_{1} \rightarrow Q_{0}$ are functions (called source and target function of $Q$ ). Since we want to associate to $Q$, unequivocally, an incidence matrix $I(Q)$, throughout the paper we assume that both the set of vertices and the set of arrows of any quiver are totally ordered, and write $i \leqslant j$ for arrows $i, j$ in $Q_{1}$, and $v \leqslant w$ for vertices $v, w$ in $Q_{0}$. We identify isomorphic quivers under the assumption that the isomorphism preserves the given orderings on the sets of vertices and arrows. Thus, if $\left|Q_{1}\right|=n$ and $\left|Q_{0}\right|=m$, we may assume without loss of generality that $Q_{1}=\{1, \ldots, n\}$ and $Q_{0}=\{1, \ldots, m\}$.

The $m \times n$ (vertex-arrow) incidence matrix $I(Q)$ of $Q$ is given by,

$$
I(Q)=\left[I_{i_{1}}|\ldots| I_{i_{n}}\right], \quad \text { where } I_{i}=\mathbf{e}_{\mathbf{s}(i)}-\mathbf{e}_{\mathbf{t}(i)} \text { for an arrow } i,
$$

where $\mathbf{e}_{v}$ is the $v$-th canonical vector in $\mathbb{Z}^{m}$ and $i_{1}, \ldots, i_{n}$ are the arrows in $Q$. Note that $I_{i}=0$ if and only if $i$ is a loop in $Q$. Observe also that if $Q^{\prime}$ is a quiver obtained from $Q$ by a reordering of the set of arrows of $Q$, say via a permutation $\rho$ of $Q_{1}$, then $I\left(Q^{\prime}\right)=I(Q) P(\rho)$. Similarly, if $Q^{\prime \prime}$ is obtained from $Q$ by a reordering of the set of vertices of $Q$, say by a permutation $\xi$ of $Q_{0}$, then $I\left(Q^{\prime \prime}\right)=P(\xi) I(Q)$.

For a quiver $Q=\left(Q_{0}, Q_{1}, \mathbf{s}, \mathbf{t}\right)$ and an arrow $i \in Q_{0}$ we take $\mathbf{v}(i)=\{\mathbf{s}(i), \mathbf{t}(i)\}$, the set of vertices incident to arrow $i$. For a vertex $v$ and an arrow $i$ in $Q$, consider the following subsets of arrows of $Q$,

$$
\begin{aligned}
Q_{1}(v) & =\left\{j \in Q_{1} \mid v \in \mathbf{v}(j)\right\}, \\
Q_{1}^{<}(v, i) & =\left\{j \in Q_{1} \mid v \in \mathbf{v}(j) \text { and } j<i\right\}, \\
Q_{1}^{\leqslant}(v, i) & =\left\{j \in Q_{1} \mid v \in \mathbf{v}(j) \text { and } j \leqslant i\right\},
\end{aligned}
$$

and take similarly $Q_{1}^{>}(v, i)$ and $Q_{1}^{\geqslant}(v, i)$.
For a walk $\alpha=\left(v_{-1}, i_{0}, v_{0}, i_{1}, v_{1}, \ldots, v_{\ell-1}, i_{\ell}, v_{\ell}\right)$ in $Q$ we use the notation

$$
\alpha=i_{0}^{\epsilon_{0}} i_{1}^{\epsilon_{1}} \cdots i_{\ell}^{\epsilon_{\ell}}, \quad \text { for signs } \epsilon_{t}= \pm 1
$$

where we take $\epsilon_{t}=+1$ if $\mathbf{s}\left(i_{t}\right)=v_{t-1}$ and $\mathbf{t}\left(i_{t}\right)=v_{t}$, and $\epsilon_{t}=-1$ in case $\mathbf{s}\left(i_{t}\right)=v_{t}$ and $\mathbf{t}\left(i_{t}\right)=v_{t-1}$ for $t=0, \ldots, \ell$ (as usual, exponents +1 are omitted). The integer $\ell+1$ is called length of $\alpha$, and if $\ell=-1$ then $\alpha$ is called a trivial walk. We take $\mathbf{s}(\alpha)=v_{-1}$ and $\mathbf{t}(\alpha)=v_{\ell}$, and call these vertices origin and target of the walks $\alpha$, respectively. The reversed walk of $\alpha$, denoted by $\alpha^{-1}$, is given by $\alpha^{-1}=i_{\ell}^{-\epsilon_{\ell}} i_{\ell-1}^{-\epsilon_{\ell-1}} \cdots i_{0}^{-\epsilon_{0}}$. The following special walks were considered in [13, Definition 4.1]:
a) We say that the walk $\alpha=i_{0}^{\epsilon_{0}} i_{1}^{\epsilon_{1}} \cdots i_{\ell}^{\epsilon_{\ell}}$ is minimally decreasing if

$$
i_{t+1}=\max Q_{1}^{<}\left(v_{t}, i_{t}\right), \quad \text { for } t=0, \ldots, \ell-1
$$

b) If $\alpha$ is minimally decreasing, we say that $\alpha$ is left complete if whenever $\beta \alpha$ is minimally decreasing for some walk $\beta$, then $\beta$ is a trivial walk. Similarly, $\alpha$ is right complete if whenever $\alpha \beta$ is minimally decreasing for some walk $\beta$, then $\beta$ is a trivial walk. A left and right complete minimally decreasing walk will be called a structural (decreasing) walk.

We will mainly consider the following particular minimally decreasing walks. For an arrow $i$ there are exactly two right complete minimally decreasing walks starting with arrow $i$, one starting at vertex $\mathbf{s}(i)$ and denoted by $\alpha_{Q}^{-}\left(i^{+1}\right)$, and one starting at vertex $\mathbf{t}(i)$ and denoted by $\alpha_{Q}^{-}\left(i^{-1}\right)$. To be precise, if

$$
\alpha_{Q}^{-}\left(i^{+1}\right)=\left(v_{-1}, i_{0}, v_{0}, i_{1}, v_{1}, \ldots, v_{\ell-1}, i_{\ell}, v_{\ell}\right),
$$

then $v_{-1}=\mathbf{s}(i), i_{0}=i, i_{t+1}=\max Q_{1}^{<}\left(v_{t}, i_{t}\right)$ for $t=0, \ldots, \ell-1$, and $Q_{1}^{<}\left(v_{\ell}, i_{\ell}\right)=\varnothing$. Similarly, if

$$
\alpha_{Q}^{-}\left(i^{-1}\right)=\left(v_{-1}, i_{0}, v_{0}, i_{1}, v_{1}, \ldots, v_{\ell-1}, i_{\ell}, v_{\ell}\right),
$$

then $v_{-1}=\mathbf{t}(i), i_{0}=i, i_{t+1}=\max Q_{1}^{<}\left(v_{t}, i_{t}\right)$ for $t=0, \ldots, \ell-1$, and $Q_{1}^{<}\left(v_{\ell}, i_{\ell}\right)=\varnothing$. Note that the walks $\alpha_{Q}^{-}\left(i^{ \pm 1}\right)$ are determined by the initial vertex and the first arrow.

Consider now a vertex $v$ and take $i_{0}=\max Q_{1}(v)$. If $v=\mathbf{s}\left(i_{0}\right)$ (resp. if $v=\mathbf{t}\left(i_{0}\right)$ ) then $\alpha_{Q}^{-}\left(i_{0}^{+1}\right)$ is also left complete (resp. $\alpha_{Q}^{-}\left(i_{0}^{-1}\right)$ is also left complete), and it is therefore, a structural decreasing walk starting at $v$, denoted by $\alpha_{Q}^{-}(v)$. If $\gamma$ is an arbitrary structural decreasing walk starting at $v$, then the first arrow of $\gamma$ is necessarily $i_{0}$ (otherwise $\gamma$ could be extended on the left keeping the minimally decreasing property), and therefore, $\gamma=\alpha_{Q}^{-}(v)$.

Dually, the minimally increasing walks $\alpha_{Q}^{+}\left(i^{ \pm 1}\right)$ are defined as follows. If

$$
\alpha_{Q}^{+}\left(i^{+1}\right)=\left(v_{-1}, i_{0}, v_{0}, i_{1}, v_{1}, \ldots, v_{\ell-1}, i_{\ell}, v_{\ell}\right)
$$

then $v_{-1}=\mathbf{s}(i), i_{0}=i, i_{t+1}=\min Q_{1}^{>}\left(v_{t}, i_{t}\right)$ for $t=0, \ldots, \ell-1$, and $Q_{1}^{>}\left(v_{\ell}, i_{\ell}\right)=\varnothing$. Similarly, if

$$
\alpha_{Q}^{+}\left(i^{-1}\right)=\left(v_{-1}, i_{0}, v_{0}, i_{1}, v_{1}, \ldots, v_{\ell-1}, i_{\ell}, v_{\ell}\right),
$$

then $v_{-1}=\mathbf{t}(i), i_{0}=i, i_{t+1}=\min Q_{1}^{>}\left(v_{t}, i_{t}\right)$ for $t=0, \ldots, \ell-1$, and $Q_{1}^{>}\left(v_{\ell}, i_{\ell}\right)=\varnothing$. If $i_{0}=\min Q_{1}(v)$, take $\alpha_{Q}^{+}(v):=\alpha_{Q}^{+}\left(i_{0}^{+1}\right)$ if $v=\mathbf{s}\left(i_{0}\right)$, and $\alpha_{Q}^{+}(v):=\alpha_{Q}^{+}\left(i_{0}^{-1}\right)$ if $v=\mathbf{t}\left(i_{0}\right)$. The following are straightforward observations.

Remark 2.1. Let $Q$ be a loop-less quiver, with vertex $v \in Q_{0}$ and arrows $i, j \in Q_{1}$.
i) If $w=\mathbf{t}\left(\alpha_{Q}^{-}(v)\right)$, then $\alpha_{Q}^{+}(w)=\alpha_{Q}^{-}(v)^{-1}$.
ii) If $i$ appears in $\alpha_{Q}^{+}(v)$ in the positive orientation (resp. in the negative orientation), then $\mathbf{t}\left(\alpha_{Q}^{-}\left(i^{-1}\right)\right)=$ $v\left(\right.$ resp. $\left.\mathbf{t}\left(\alpha_{Q}^{-}\left(i^{+1}\right)\right)=v\right)$.
iii) If $v=\mathbf{t}\left(\alpha_{Q}^{-}\left(i^{ \pm 1}\right)\right)$, then $\alpha_{Q}^{+}(v)=\alpha_{Q}^{-}\left(i^{ \pm 1}\right)^{-1} \gamma$, for some walk $\gamma$.

The inverse quiver of a loop-less quiver $Q=\left(Q_{0}, Q_{1}, \mathbf{s}, \mathbf{t}\right)$, as defined in [13, Definition 4.2], is the quiver $Q^{-1}=\left(Q_{0}^{*}, Q_{1}^{*}, \mathrm{~s}^{*}, \mathrm{t}^{*}\right)$ with the same set of vertices as $Q$, the same number of arrows as $Q$ (that is, $Q_{0}^{*}=Q_{0}$ and $\left|Q_{1}^{*}\right|=\left|Q_{1}\right|$ ), and such that for each arrow $i$ in $Q$ there corresponds an arrow $i^{*}$ in $Q^{-1}$ with

$$
\mathbf{s}^{*}\left(i^{*}\right)=\mathbf{t}\left(\alpha_{Q}^{-}\left(i^{-1}\right)\right), \quad \text { and } \quad \mathbf{t}^{*}\left(i^{*}\right)=\mathbf{t}\left(\alpha_{Q}^{-}\left(i^{+1}\right)\right)
$$

The arrows in $Q^{-1}$ inherit the total ordering of the arrows in $Q$ via the correspondence $i \mapsto i^{*}$. When allowed by the context, we will drop the asterisk $*$ on arrows of $Q^{-1}$. The unique upper triangular matrix $\breve{G}_{Q}$ such that $I(Q)^{\operatorname{tr}} I(Q)=\breve{G}_{Q}+\breve{G}_{Q}^{\operatorname{tr}}$ is called the triangular Gram matrix of a quiver $Q$ (cf. [13, Definition 3.1]).

Proposition 2.2. ([13], Proposition 4.4)
If $Q$ is a loop-less quiver, then $Q^{-1}$ is a loop-less quiver satisfying $\left(Q^{-1}\right)^{-1}=Q$,

$$
I\left(Q^{-1}\right)=I(Q) \check{G}_{Q}^{-1}, \quad \text { and } \quad \check{G}_{Q^{-1}}=\check{G}_{Q}^{-1}
$$

Moreover, $Q$ is connected if and only if $Q^{-1}$ is connected.
Recall from [12, §4.1] that if $\alpha=i_{0}^{\epsilon_{0}} i_{1}^{\epsilon_{1}} \cdots i_{\ell}^{\epsilon_{\ell}}$ is a walk in a quiver $Q$ with $n$ arrows, then the incidence vector of $\alpha$ is the vector $\underline{\operatorname{inc}}(\alpha) \in \mathbb{Z}^{n}$ given by

$$
\underline{\operatorname{inc}}(\alpha)=\sum_{t=0}^{\ell} \epsilon_{t} \mathbf{e}_{i_{t}},
$$

where $\mathbf{e}_{i}$ denotes the canonical vector of $\mathbb{Z}^{n}$ corresponding to arrow $i$. We will need the following alternative description of the inverse of a quiver.

Lemma 2.3. Let $Q$ be a loop-less quiver with vertices $v_{1}, \ldots, v_{m}$, and let $Q^{-1}$ be its inverse quiver. Then

$$
I\left(Q^{-1}\right)^{\mathbf{t r}}=\left[\underline{\operatorname{inc}}\left[\alpha_{Q}^{+}\left(v_{1}\right)\right]|\ldots| \underline{\operatorname{inc}}\left[\alpha_{Q}^{+}\left(v_{m}\right)\right]\right] .
$$

## Proof:

Let $b$ be the column of $I\left(Q^{-1}\right)^{\operatorname{tr}}$ corresponding to vertex $v \in Q_{0}$. Hence $b=\left[\begin{array}{c}b_{1} \\ \vdots \\ b_{n}\end{array}\right]$, where

$$
b_{i}= \begin{cases}+1, & \text { if } \mathbf{s}^{*}\left(i^{*}\right)=v \\ -1, & \text { if } \mathbf{t}^{*}\left(i^{*}\right)=v \\ 0, & \text { if } v \notin \mathbf{v}\left(i^{*}\right)\end{cases}
$$

On the other hand, take $\alpha_{Q}^{+}(v)=i_{0}^{\epsilon_{0}} i_{1}^{\epsilon_{1}} \ldots i_{\ell}^{\epsilon_{\ell}}=\left(v_{-1}, i_{0}, v_{0}, i_{1}, v_{1}, \ldots, v_{\ell-1}, i_{\ell}, v_{\ell}\right)$ (hence $v_{-1}=$ $v$ ). We prove that
A) If $\epsilon_{t}=+1$ then $\mathbf{s}^{*}\left(i_{t}^{*}\right)=v$, and if $\epsilon_{t}=-1$ then $\mathbf{t}^{*}\left(i_{t}^{*}\right)=v$.
B) If $v \in \mathbf{v}\left(j^{*}\right)$ for some arrow $j^{*}$ in $Q^{-1}$, then $j=i_{t}$ for some $t \in\{0, \ldots, \ell\}$.

To show claim $(A)$ assume first that $\epsilon_{t}=+1$, that is, $\mathbf{s}\left(i_{t}\right)=v_{t-1}$ and $\mathbf{t}\left(i_{t}\right)=v_{t}$. Then, by definition of $\mathrm{s}^{*}$ and Remark 2.1 (ii),

$$
\mathbf{s}^{*}\left(i_{t}^{*}\right)=\mathbf{t}\left(\alpha_{Q}^{-}\left(i_{t}^{-1}\right)\right)=v_{-1}=v
$$

Assume now that $\epsilon_{t}=-1$, that is, $\mathbf{s}\left(i_{t}\right)=v_{t}$ and $\mathbf{t}\left(i_{t}\right)=v_{t-1}$. Then, as before, we have $\mathbf{t}^{*}\left(i_{t}^{*}\right)=$ $\mathbf{t}\left(\alpha_{Q}^{-}\left(i_{t}^{+1}\right)\right)=v$.

To show claim $(B)$ assume first that $\mathbf{s}^{*}\left(j^{*}\right)=v$, that is,

$$
v=\mathbf{t}\left(\alpha_{Q}^{-}\left(j^{-1}\right)\right)
$$

By Remark 2.1 $(i i i)$, there is a walk $\gamma$ such that $\alpha_{Q}^{+}(v)=\alpha_{Q}^{-}\left(j^{-1}\right)^{-1} \gamma$. In particular, $j=i_{t}$ for some $t \in\{0, \ldots, \ell\}$. Assuming now that $\mathbf{t}^{*}\left(j^{*}\right)=v$, then $v=\mathbf{t}\left(\alpha_{Q}^{-}\left(j^{+1}\right)\right)$, and we proceed analogously using Remark 2.1(iii).

Finally, the identity $b=\underline{\operatorname{inc}}\left[\alpha_{Q}^{+}(v)\right]$ follows directly from $(A)$ and $(B)$.

## 3. Permutation of vertices determined by a quiver

In this section we show the main technical result of the paper, Theorem 3.3. The theorem introduces the Coxeter-Laplace matrix $\Lambda_{Q}$ of a loop-less quiver $Q$, and shows that it is a permutation matrix that can be obtained combinatorially from the structural walks of Section 2. This construction yields one of the main definitions of the paper: the cycle type of a quiver.

For a connected loop-less quiver $Q=\left(Q_{0}, Q_{1}\right)$, consider the function $\xi_{Q}^{-}: Q_{0} \rightarrow Q_{0}$ given by,

$$
\xi_{Q}^{-}(v)=\mathbf{t}\left(\alpha_{Q}^{-}(v)\right),
$$

and take similarly $\xi_{Q}^{+}(v)=\mathbf{t}\left(\alpha_{Q}^{+}(v)\right)$. Next we show that $\xi_{Q}^{-}$is a permutation of $Q_{0}$, referred to as permutation of vertices associated to the quiver $Q$.

Lemma 3.1. For any loop-less quiver $Q$ and any vertex $v \in Q_{0}$ we have

$$
\xi_{Q}^{+}\left(\xi_{Q}^{-}(v)\right)=v
$$

In particular, $\xi_{Q}^{-}$is invertible and $\left(\xi_{Q}^{-}\right)^{-1}=\xi_{Q}^{+}$.

## Proof:

Taking $w=\xi_{Q}^{-}(v)$, by Remark 2.1 $(i)$ we have $\alpha_{Q}^{+}(w)=\alpha_{Q}^{-}(v)^{-1}$, and

$$
\xi_{Q}^{+}(w)=\mathbf{t}\left(\alpha_{Q}^{+}(w)\right)=\mathbf{t}\left(\alpha_{Q}^{-}(v)^{-1}\right)=\mathbf{s}\left(\alpha_{Q}^{-}(v)\right)=v
$$

In particular, $\xi_{Q}^{-}$is injective, hence invertible with inverse $\xi_{Q}^{+}$.
We need another preliminary observation.

Remark 3.2. For any loop-less quiver $Q$ with incidence matrix $I(Q)$, and any walk $\alpha$ in $Q$, we have

$$
I(Q) \underline{\operatorname{inc}}(\alpha)=\mathbf{e}_{\mathbf{s}(\alpha)}-\mathbf{e}_{\mathbf{t}(\alpha)}
$$

## Proof:

Clearly, the claim holds for trivial walks, and by definition of $I(Q)$ if $\alpha=i$ for some arrow $i$ (since $I(Q)=\left[I_{1}|\ldots| I_{n}\right]$ where $I_{i}=\mathbf{e}_{\mathbf{s}(i)}-\mathbf{e}_{\mathbf{t}(i)} \in \mathbb{Z}^{m}$ and $\underline{\mathbf{i n c}}(i)=\mathbf{e}_{i}$ ). The claim holds similarly for $\alpha=i^{-1}\left(\right.$ since $\left.\underline{\operatorname{inc}}\left(i^{-1}\right)=-\mathbf{e}_{i}\right)$.

Now, for a concatenated walk $\alpha \beta$ we have $\underline{\operatorname{inc}}(\alpha \beta)=\underline{\operatorname{inc}}(\alpha)+\underline{\mathbf{i n c}}(\beta)$, and therefore, by induction on the length of a walk,

$$
\begin{aligned}
I(Q) \underline{\operatorname{inc}}(\alpha \beta) & =I(Q) \underline{\mathbf{i n c}}(\alpha)+I(Q) \underline{\operatorname{inc}}(\beta)=\mathbf{e}_{\mathbf{s}(\alpha)}-\mathbf{e}_{\mathbf{t}(\alpha)}+\mathbf{e}_{\mathbf{s}(\beta)}-\mathbf{e}_{\mathbf{t}(\beta)} \\
& =\mathbf{e}_{\mathbf{s}(\alpha)}-\mathbf{e}_{\mathbf{t}(\beta)}=\mathbf{e}_{\mathbf{s}(\alpha \beta)}-\mathbf{e}_{\mathbf{t}(\alpha \beta)},
\end{aligned}
$$

since $\mathbf{e}_{\mathbf{t}(\alpha)}=\mathbf{e}_{\mathbf{s}(\beta)}$. This completes the proof.
Let $Q$ be a loop-less quiver with incidence matrix $I(Q)$, inverse quiver $Q^{-1}$ and associated permutation of vertices $\xi_{Q}^{-}$. Denote by $\bar{Q}$ the underlying graph of $Q$. Let $\operatorname{Inc}(Q)$ be the incidence bigraph of $Q$ defined in [13, Definition 3.3] (see also [12]) as follows. The set of vertices $\operatorname{Inc}(Q)_{0}$ of $\mathbf{\operatorname { I n c }}(Q)$ is the set of arrows of $Q$ (that is, $\left.\boldsymbol{\operatorname { I n c }}(Q)_{0}=Q_{1}\right)$. The number of signed edges in $\boldsymbol{\operatorname { I n c }}(Q)$ between vertices $i$ and $j$ is the cardinality of $\mathbf{v}(i) \cap \mathbf{v}(j)$. The sign of such arrows is -1 if $i j$ or $j i$ is a walk in $Q$, and it is +1 if $i j^{-1}$ or $i^{-1} j$ is a walk of $Q$. For a bigraph $\Delta$ denote by $\overline{\operatorname{Adj}}(\Delta)$ the upper triangular adjacency matrix of $\Delta$ (resp. by $\operatorname{Adj}(\Delta)=\widetilde{\operatorname{Adj}}(\Delta)+\widetilde{\operatorname{Adj}}(\Delta)^{\operatorname{tr}}$ the symmetric adjacency matrix of $\Delta$ ), and by $D_{\Delta}$ the diagonal matrix of degrees of $\Delta$.

Theorem 3.3. Let $Q$ be a connected loop-less quiver with $m$ vertices and $n$ arrows. Then the following identities hold:

$$
\begin{aligned}
G_{Q}:=I(Q)^{\mathbf{t r}} I(Q) & =2 \mathbf{I}_{n}-\operatorname{Adj}(\mathbf{I n c}(Q)), \\
L_{Q}:=I(Q) I(Q)^{\mathbf{t r}} & =D_{\bar{Q}}-\operatorname{Adj}(\bar{Q}), \\
\Phi_{Q}:=\mathbf{I}_{n}-I(Q)^{\mathbf{t r}} I\left(Q^{-1}\right) & =-\check{G}_{Q}^{\operatorname{tr}} \check{G}_{Q}^{-1}, \\
\Lambda_{Q}:=\mathbf{I}_{m}-I\left(Q^{-1}\right) I(Q)^{\mathbf{t r}} & =P\left(\xi_{Q}^{-}\right),
\end{aligned}
$$

where for a permutation $\rho$, the matrix $P(\rho)$ has as $i$-th column the canonical vector $\mathbf{e}_{\rho(i)}$. Moreover,
i) The Gram matrix $G_{Q}$ of $Q$ has Dynkin type $\mathbb{A}_{m-1}$ and corank $n-m+1$, and every such Gram matrix can be obtained in this way.
ii) The Laplace matrix $L_{Q}$ of $Q$ has corank one, with null space generated by the vector $\mathbb{1}$ having all entries equal to 1 .

Since the matrix $\Phi_{Q}$ is the Coxeter-Gram matrix of the quadratic form $q_{Q}$, we refer to the matrix $\Lambda_{Q}$ as the Coxeter-Laplace matrix of $Q$.

## Proof:

The expression for $G_{Q}$ and claim $(i)$ were shown in [12] (see also [13, Lemma 3.4 and Corollary 3.6]).
For a vertex $v \in Q_{0}$, consider the $v$-th column $b^{v}=I(Q)^{\operatorname{tr}} \mathbf{e}_{v}$ of the matrix $I(Q)^{\operatorname{tr}}$. By definition, the entries of $b^{v}$ are indexed by the arrows of $Q$, and are given by

$$
b_{i}^{v}= \begin{cases}+1, & \text { if } \mathbf{s}(i)=v \\ -1, & \text { if } \mathbf{t}(i)=v, \\ 0, & \text { otherwise }\end{cases}
$$

since $Q$ has no loop. Then $\left(b^{v}\right)^{\operatorname{tr} r} b^{v}=\sum_{i \in Q_{1}}\left(b_{i}^{v}\right)^{2}$ is precisely the number of arrows $i$ such that $\mathbf{s}(i)=v$ or $\mathbf{t}(i)=v$, that is, the degree of $v$ as a vertex in the underlying graph $\bar{Q}$ of $Q$. Moreover, for vertices $v \neq v^{\prime}$ and an arrow $i \in Q_{1}$, we have $b_{i}^{v} b_{i}^{v^{\prime}}=-1$ if $i$ joins vertices $v$ and $v^{\prime}$ (in any direction), and $b_{i}^{v} b_{i}^{v^{\prime}}=0$ otherwise. Then $-\left(b^{v}\right)^{\operatorname{tr}} b^{v^{\prime}}=\sum_{i \in Q_{1}}-b_{i}^{v} b_{i}^{v^{\prime}}$ is the number of edges in $\bar{Q}$ joining vertices $v$ and $v^{\prime}$. Therefore, the identity

$$
I(Q) I(Q)^{\mathbf{t r}}=D_{\bar{Q}}-\operatorname{Adj}(\bar{Q})
$$

holds. To show $(i i)$, recall that the $i$-th row of $I(Q)^{\mathbf{t r}}$ is $\mathbf{e}_{\mathbf{s}(i)}-\mathbf{e}_{\mathbf{t}(i)}$, which implies that $I(Q)^{\mathbf{t r}_{\mathbb{1}}}=0$. Assume now that $Q$ is connected, and that $x \in \mathbb{Z}^{m}$ is a non-zero vector such that $I(Q)^{\mathbf{t r}} x=0$. Then $x_{v}=x_{v^{\prime}}$ for any vertices $v, v^{\prime}$ joint by an arrow in $Q$, thus, the connectivity of $Q$ implies that the vector $x$ is an integer multiple of $\mathbb{1}$. This shows claim (ii), since the null space of $L_{Q}=I(Q) I(Q)^{\mathbf{t r}}$ is the right null space of $I(Q)^{\mathbf{t r}}$.

As shown in [13, Theorem 4.7], using Proposition 2.2] we have

$$
\Phi_{Q}=\mathbf{I}_{n}-I(Q)^{\mathbf{t r}} I\left(Q^{-1}\right)=\mathbf{I}_{n}-I(Q)^{\mathbf{t r}} I(Q) \check{G}_{Q}^{-1}=\mathbf{I}_{n}-\left(\check{G}_{Q}+\check{G}_{Q}^{\mathbf{t r}}\right) \check{G}_{Q}^{-1}=-\check{G}_{Q}^{\mathbf{t r}} \check{G}_{Q}^{-1}
$$

since $I(Q)^{\mathbf{t r}} I(Q)=G_{Q}=\breve{G}_{Q}+\breve{G}_{Q}^{\operatorname{tr}}$. It remains to show that $\Lambda_{Q}=P\left(\xi_{Q}^{-}\right)$.
For any vertex $v \in Q_{0}$, Lemma 2.3 and Remark 3.2 yield

$$
\begin{aligned}
\Lambda_{Q} \mathbf{e}_{v} & =\left[\mathbf{I}-I\left(Q^{-1}\right) I(Q)^{\mathbf{t r}}\right] \mathbf{e}_{v}=\mathbf{e}_{v}-I\left(Q^{-1}\right) \underline{\mathbf{i n c}}\left[\alpha_{Q^{-1}}^{+}(v)\right] \\
& =\mathbf{e}_{v}-\left[\mathbf{e}_{\mathbf{s}\left(\alpha_{Q^{-1}}^{+}(v)\right)}-\mathbf{e}_{\mathbf{t}\left(\alpha_{Q^{-1}}^{+}(v)\right)}\right]=\mathbf{e}_{\xi_{Q^{-1}}^{+}(v)},
\end{aligned}
$$

since $\mathbf{s}\left(\alpha_{Q^{-1}}^{+}(v)\right)=v$ and $\mathbf{t}\left(\alpha_{Q^{-1}}^{+}(v)\right)=\xi_{Q^{-1}}^{+}(v)$. This shows that $\Lambda_{Q}=P\left(\xi_{Q^{-1}}^{+}\right)$.
Using the identity $I\left(Q^{-1}\right)=I(Q) \breve{G}_{Q}^{-1}$ from Proposition 2.2, observe also that

$$
\begin{aligned}
\Lambda_{Q} \Lambda_{Q^{-1}} & =\left[\mathbf{I}-I\left(Q^{-1}\right) I(Q)^{\mathbf{t r}}\right]\left[\mathbf{I}-I(Q) I\left(Q^{-1}\right)^{\mathbf{t r}}\right] \\
& =\mathbf{I}-I\left(Q^{-1}\right) I(Q)^{\mathbf{t r}}-I(Q) I\left(Q^{-1}\right)^{\mathbf{t r}}+I\left(Q^{-1}\right) I(Q)^{\mathbf{t r}} I(Q) I\left(Q^{-1}\right)^{\mathbf{t r}} \\
& =\mathbf{I}-I\left(Q^{-1}\right) \check{G}_{Q}^{\mathbf{t r}} I\left(Q^{-1}\right)^{\mathbf{t r}}-I\left(Q^{-1}\right) \check{G}_{Q} I\left(Q^{-1}\right)^{\mathbf{t r}}+I\left(Q^{-1}\right) G_{Q} I\left(Q^{-1}\right)^{\mathbf{t r}} \\
& =\mathbf{I}-I\left(Q^{-1}\right)\left[\check{G}_{Q}^{\mathbf{t r}}+\check{G}_{Q}-G_{Q}\right] I\left(Q^{-1}\right)^{\mathbf{t r}}=\mathbf{I},
\end{aligned}
$$

that is, $\left(\xi_{Q}^{+}\right)^{-1}=\xi_{Q^{-1}}^{+}$. By Lemma 3.1 we get

$$
\Lambda_{Q}=P\left(\xi_{Q^{-1}}^{+}\right)=P\left(\left(\xi_{Q}^{+}\right)^{-1}\right)=P\left(\xi_{Q}^{-}\right)
$$

which completes the proof.

## 4. Cycle type, restrictions and transpositions

This technical section presents some simple quiver constructions to obtain prescribed permutations of vertices. The main result, Proposition 4.5 describes the possible permutations obtained among connected loop-less quivers of a given number of vertices and arrows.

Let $\alpha$ be a walk in a loop-less quiver $Q$. Denote by $Q[\alpha]$ the quiver obtained from $Q$ by adding an arrow from $\mathbf{s}(\alpha)$ to $\mathbf{t}(\alpha)$, placed last in the total ordering in the arrows $Q_{1}$ of $Q$. For two vertices $v \neq w$ in $Q$, denote by $[v, w]$ the permutation of $Q_{0}$ that swaps vertices $v$ and $w$ (called transposition of $v$ and $w$ ).

Lemma 4.1. Let $Q$ be a loop-less quiver, and take $Q^{\prime}=Q^{(i)}$ the quiver obtained from $Q$ by removing the maximal arrow $i$ of $Q_{1}$. Then

$$
\xi_{Q}^{-}=\xi_{Q^{\prime}}^{-}[\mathbf{s}(i), \mathbf{t}(i)] .
$$

## Proof:

Let $v$ be a vertex of $Q$ with $v \notin \mathbf{v}(i)$. Then $Q_{1}(v)=Q_{1}^{\prime}(v)$ and $i>\max Q_{1}(v)$, by maximality of $i$. Hence $\alpha_{Q}^{-}(v)=\alpha_{Q^{\prime}}^{-}(v)$, that is, $\xi_{Q}^{-}(v)=\xi_{Q^{\prime}}^{-}(v)$. Observe that $\alpha_{Q}^{-}(\mathbf{s}(i))=i \alpha_{Q^{\prime}}^{-}(\mathbf{t}(i))$ and that $\alpha_{Q}^{-}(\mathbf{t}(i))=i^{-1} \alpha_{Q^{\prime}}^{-}(\mathbf{s}(i))$. Hence $\xi_{Q}^{-}(\mathbf{s}(i))=\xi_{Q^{\prime}}^{-}(\mathbf{t}(i))$ and $\xi_{Q}^{-}(\mathbf{t}(i))=\xi_{Q^{\prime}}^{-}(\mathbf{s}(i))$, which shows the claim.

Let $\rho$ be a permutation of a finite set $Q_{0}$. The cycle type $\operatorname{ct}(\rho)$ of $\rho$ is the (non-increasing) sequence of cardinalities of the orbits of $\rho$. The cycle type $\boldsymbol{\operatorname { c t }}(\rho)$ of $\rho$ is a partition of the integer $\left|Q_{0}\right|$.

Definition 4.2. For a connected loop-less quiver $Q$, define the cycle type $\mathbf{c t}(Q)$ of $Q$ as the cycle type of the permutation of vertices $\xi_{Q}^{-}$determined by $Q$,

$$
\boldsymbol{\operatorname { c t }}(Q):=\boldsymbol{c t}\left(\xi_{Q}^{-}\right)
$$

By Coxeter polynomial of a loop-less quiver $Q$ we mean the characteristic polynomial $\varphi_{Q}$ of the Coxeter matrix $\Phi_{Q}$ of $Q$. Recall that if $\operatorname{char}_{M}(\lambda)$ denotes the characteristic polynomial of a square matrix $M$, and that if $A$ and $B$ are $m \times n$ and $n \times m$ matrices respectively, then

$$
\operatorname{char}_{B A}(\lambda)=\lambda^{n-m} \operatorname{char}_{A B}(\lambda)
$$

see for instance [33, §2.4]. As a consequence of Theorem 3.3] we get the following particular description of corresponding Coxeter polynomials.

Corollary 4.3. Let $Q$ be a connected loop-less quiver. Then the Coxeter polynomial $\varphi_{Q}$ of $Q$ is given by

$$
\varphi_{Q}(\lambda)=(\lambda-1)^{c-1} \operatorname{char}_{\operatorname{ct}(Q)}(\lambda)
$$

where $\operatorname{char}_{\mathbf{c t}(Q)}(\lambda)=\prod_{a=1}^{\ell(\pi)}\left(\lambda^{\pi_{a}}-1\right)$ if $\mathbf{c t}(Q)=\left(\pi_{1}, \ldots, \pi_{\ell(\pi)}\right)$.

## Proof:

Using Theorem 3.3, we have

$$
\begin{aligned}
\varphi_{Q}(\lambda) & =\operatorname{char}_{\Phi_{Q}}(\lambda)=\operatorname{char}_{-I(Q)^{\operatorname{tr}} I\left(Q^{-1}\right)}(\lambda-1) \\
& =(\lambda-1)^{n-m} \operatorname{char}_{-I\left(Q^{-1}\right) I(Q)^{\operatorname{tr}}(\lambda-1)=(\lambda-1)^{n-m} \operatorname{char}_{\Lambda_{Q}}(\lambda)} \\
& =(\lambda-1)^{c-1} \operatorname{char}_{P\left(\xi_{Q}^{-}\right)}(\lambda),
\end{aligned}
$$

since $c-1=n-m$. The characteristic polynomial of permutation matrices is well known (cf. [33, §5.6]),

$$
\operatorname{char}_{P\left(\xi_{Q}^{-}\right)}(\lambda)=\prod_{t=1}^{\ell(\pi)}\left(\lambda^{\pi_{t}}-1\right)
$$

where $\boldsymbol{c t}\left(\xi_{Q}^{-}\right)=\pi=\left(\pi_{1}, \ldots, \pi_{\ell(\pi)}\right)$. This shows that $\varphi_{Q}(\lambda)=(\lambda-1)^{c-1} \operatorname{char}_{\mathbf{c t}(Q)}(\lambda)$, which completes the proof.

As alternative factorization of the Coxeter polynomial of $Q$, consider the polynomial $\nu_{k}(\lambda)=$ $\lambda^{k-1}+\lambda^{k-2}+\ldots+\lambda+1$ for $k \geqslant 1$. Then $\lambda^{k}-1=(\lambda-1) \nu_{k}(\lambda)$, and

$$
\begin{equation*}
\varphi_{Q}(\lambda)=(\lambda-1)^{c+(\ell-1)} \prod_{t=1}^{\ell} \nu_{\pi_{t}}(\lambda) \tag{1}
\end{equation*}
$$

where $\boldsymbol{c t}(Q)=\left(\pi_{1}, \ldots, \pi_{\ell}\right)$ and $(\ell-1) \geqslant 0$.
Lemma 4.4. Let $Q$ be a tree quiver. Then $\xi_{Q}^{-}$is a cyclic permutation.

## Proof:

Consider the linear quiver $L$ with $m$ vertices,

$$
L=v_{1} \xrightarrow{1} v_{2} \xrightarrow{2} v_{3} \xrightarrow{3} v_{4} \cdots v_{m-2} \xrightarrow{m-2} v_{m-1} \xrightarrow{m-1} v_{m} .
$$

Then $\xi_{L}^{-}\left(v_{t}\right)=v_{t+1}$ if $t<m$, and $\xi_{L}^{-}\left(v_{m}\right)=v_{1}$, that is, $\xi_{L}^{-}$is a cyclic permutation. By equation (1), $\varphi_{L}(\lambda)=\nu_{m}(\lambda)$.

Assume now that $Q$ is an arbitrary tree quiver. Using [13, Corollary 3.11 and Proposition 3.13], we have $q_{L} \approx q_{Q}$, and in particular $\varphi_{Q}(\lambda)=\varphi_{L}(\lambda)$. If $\xi_{Q}^{-}$is not a cyclic permutation, then $\ell=$ $\ell(\boldsymbol{c t}(Q))>1$, and again by equation (1), the polynomial $\varphi_{Q}$ has 1 as a root. This is impossible since 1 is not a root of $\varphi_{L}(\lambda)=\nu_{m}(\lambda)$.

Denote by $\operatorname{UQuiv}_{m}(n)$ the set of connected loop-less quivers having $m$ vertices and $n$ arrows. We will also use the notation $\operatorname{UQuiv}_{m}^{c}(n)$ where $c=n-m+1$, or simply $\operatorname{UQuiv}^{c}(n)$.

Proposition 4.5. For a quiver $Q$ in $\mathbf{U Q u i v}_{m}(n)$, the cycle type $\mathbf{c t}(Q)$ of $Q$ is a partition in $\mathcal{P}_{1}^{c}(m)$, where $c=n-m+1$.

## Proof:

That $\operatorname{ct}(Q) \vdash m$ is clear. We proceed by induction on $c \geqslant 0$. If $c=0$, then $Q$ is a tree, and by Lemma4.4, $\xi_{Q}^{-}$is a cyclic permutation. In particular $\ell(\boldsymbol{c t}(Q))=1$ and $\operatorname{ct}(Q) \in \mathcal{P}_{1}^{0}(m)$.

Assume the claim holds for non-negative integers smaller than $c$. Fix $n>c$, take a quiver $Q \in$ $\operatorname{UQuiv}_{m}^{c}(n)$ and consider the quiver $Q^{(n)}$ obtained from $Q$ by removing the last arrow $n$.
Case 1. Assume first that $Q^{(n)}$ is connected. Then $Q^{(n)} \in \operatorname{UQuiv}_{m}^{c-1}(n-1)$, and by induction hypothesis we have $\xi_{Q^{(n)}}^{-} \in \mathcal{P}_{1}^{(c-1)}(m)$, that is,

$$
0 \leqslant(c-1)-\left[\ell\left(\mathbf{c t}\left(Q^{(n)}\right)\right)-1\right] \equiv 0 \quad \bmod 2 .
$$

By Lemma 4.1 we have $\ell(\boldsymbol{c t}(Q))=\ell\left(\boldsymbol{c t}\left(Q^{(n)}\right)\right)+\delta$, where $\delta=1$ if $\mathbf{s}(n)$ and $\mathbf{t}(n)$ belong to the same cycle of $\xi_{Q}^{-}$, and $\delta=-1$ otherwise. Hence

$$
\begin{aligned}
0 & \leqslant(c-1)-\left[\ell\left(\operatorname{ct}\left(Q^{(n)}\right)\right)-1\right] \\
& =c-\left[\ell\left(\operatorname{ct}\left(Q^{(n)}\right)\right)+\delta-1\right]+\delta-1 \\
& =c-[\ell(\operatorname{ct}(Q))-1]+\delta-1 \equiv 0 \quad \bmod 2 .
\end{aligned}
$$

This shows that $\operatorname{ct}(Q) \in \mathcal{P}_{1}^{c}(m)$, since $\delta-1 \leqslant 0$.
Case 2. Assume now that $Q^{(n)}$ is not connected, that is, $Q^{(n)}=Q^{\mathbf{s}} \sqcup Q^{\mathbf{t}}$ where $\mathbf{s}(n) \in Q^{\mathbf{s}}$ and $\mathbf{t}(n) \in Q^{\mathbf{t}}$. Note that $Q^{\mathbf{s}} \in \mathbf{U Q u i v}_{m^{\mathbf{s}}}^{c^{\mathbf{s}}}\left(n^{\mathbf{s}}\right)$ and $Q^{\mathbf{t}} \in \mathbf{U Q u i v}_{m^{\mathbf{t}}}^{c^{\mathbf{t}}}\left(n^{\mathbf{t}}\right)$ for non-negative integers $c^{\mathbf{s}}, c^{\mathbf{t}}$, $n^{\mathbf{s}}, n^{\mathbf{t}}, m^{\mathbf{s}}$ and $m^{\mathbf{t}}$ with $c^{\mathbf{s}}+c^{\mathbf{t}}=c, n^{\mathbf{s}}+n^{\mathbf{t}}=n-1$ and $m^{\mathbf{s}}+m^{\mathbf{t}}=m$. Thus, by induction on $c$, we may assume that

$$
\boldsymbol{\operatorname { c t }}\left(\xi_{Q^{\mathbf{s}}}^{-}\right) \in \mathcal{P}_{1}^{c^{\mathbf{s}}}\left(m^{\mathbf{s}}\right), \quad \text { and } \quad \operatorname{ct}\left(\xi_{Q^{\mathrm{t}}}^{-}\right) \in \mathcal{P}_{1}^{\mathrm{c}^{\mathbf{t}}}\left(m^{\mathbf{t}}\right)
$$

in case $c^{\mathbf{s}}, c^{\mathbf{t}}>0$. If $c^{\mathbf{s}}=0$ or $c^{\mathbf{t}}=0$, we may use induction on $n$ to get the same conclusion, that is,

$$
0 \leqslant c^{\mathbf{s}}-\left[\ell\left(\mathbf{c t}\left(Q^{\mathbf{s}}\right)\right)-1\right] \equiv 0 \quad \bmod 2, \quad \text { and } \quad 0 \leqslant c^{\mathbf{t}}-\left[\ell\left(\mathbf{c t}\left(Q^{\mathbf{t}}\right)\right)-1\right] \equiv 0 \quad \bmod 2
$$

Note that, by Lemma4.1, we have $\ell(Q)=\ell\left(Q^{\mathbf{s}}\right)+\ell\left(Q^{\mathbf{t}}\right)-1$. Therefore

$$
0 \leqslant\left(c^{\mathbf{s}}-\left[\ell\left(\mathbf{c t}\left(Q^{\mathbf{s}}\right)\right)-1\right]\right)+\left(c^{\mathbf{t}}-\left[\ell\left(\mathbf{c t}\left(Q^{\mathbf{t}}\right)\right)-1\right]\right)=c-[\ell(\mathbf{c t}(Q))-1] \equiv 0 \quad \bmod 2 .
$$

We conclude that $\mathbf{c t}(Q) \in \mathcal{P}_{1}^{c}(n)$.

## 5. Representative families of quivers

In this section we fix connected non-negative unit forms of Dynkin type $\mathbb{A}_{r}$ having as Coxeter polynomial those permitted by Proposition 4.5. We need the following preliminary observation.

Remark 5.1. Let $Q$ be a loop-less quiver (not necessarily connected) with $n$ arrows. For any distinct vertices $v$ and $w$ in $Q$, let $Q^{\prime}$ be the quiver obtained from $Q$ by adding a pair of parallel arrows from $v$ to $w$, labeled as

$$
v \xrightarrow[n+2]{\stackrel{n+1}{\longrightarrow}} w
$$

Then $\xi_{Q^{\prime}}^{-}=\xi_{Q}^{-}$.

## Proof:

Follows from Lemma4.1.
Let $\pi=\left(\pi_{1}, \ldots, \pi_{\ell}\right)$ be a partition of the integer $m \geqslant 2$, consisting of $\ell=\ell(\pi)$ parts. Observe that $\pi \in \mathcal{P}_{1}^{c}(m)$ if and only if $c=\ell-1+2 \mathbb{d}$ for some integer $\mathbb{d} \geqslant 0$. Below we determine a connected quiver $\overrightarrow{\mathbb{A}}^{\mathbb{d}}[\pi]$ and its inverse $\overrightarrow{\mathbb{S}}^{\mathbb{d}}[\pi]$, with cycle type $\pi$ and corank $c$ for such $\pi$ and $\mathbb{d} \geqslant 0$, (that is, connected quivers with $m$ vertices, $n=m+\ell+2(\mathbb{d}-1)$ arrows and cycle type $\pi)$. Roughly speaking, we start with a tree on $m$ vertices (which has cycle type $(m)$ by Lemma 4.4), use Lemma 4.1 to break its cyclic components, and then apply Remark [5.1 to obtain the correct corank, without modifying the associated cycle type.

For a quiver $Q$ with vertices $v, w \in Q_{0}$, denote by $Q[v, w]$ the quiver obtained from $Q$ by adding an arrow from $v$ to $w$, placed last in the ordering of $Q_{1}$. Denote by $E_{m}=\left(\left\{v_{1}, \ldots, v_{m}\right\}, \varnothing\right)$ the quiver with $m$ vertices $v_{1}, \ldots, v_{m}$ and no arrows, and consider the linear quiver $\overrightarrow{\mathbb{A}}_{m}$ and the maximal star quiver $\overrightarrow{\mathbb{S}}_{m}$ each with $m-1$ arrows, given by

$$
\overrightarrow{\mathbb{A}}_{m}=E_{m}\left[v_{1}, v_{2}\right]\left[v_{2}, v_{3}\right] \cdots\left[v_{m-2}, v_{m-1}\right]\left[v_{m-1}, v_{m}\right]
$$

and

$$
\overrightarrow{\mathbb{S}}_{m}=E_{m}\left[v_{1}, v_{2}\right]\left[v_{1}, v_{3}\right] \cdots\left[v_{1}, v_{m-1}\right]\left[v_{1}, v_{m}\right]
$$

Definition 5.2. For any partition $\pi=\left(\pi_{1}, \ldots, \pi_{\ell}\right)$ of an integer $m \geqslant 2$, and any $\mathbb{d} \geqslant 0$, consider the connected quivers $\overrightarrow{\mathbb{A}}^{\mathbb{d}}[\pi]$ and $\overrightarrow{\mathbb{S}}^{\mathbb{d}}[\pi]$, with $m$ vertices and $n=m+\ell+2(\mathbb{d}-1)$ arrows, defined as follows. If $\ell>1$, take the indices $i_{1}=m-\pi_{1}, i_{2}=m-\left(\pi_{1}+\pi_{2}\right), \ldots, i_{\ell-2}=m-\left(\pi_{1}+\ldots+\pi_{\ell-2}\right)$, and $i_{\ell-1}=m-\left(\pi_{1}+\ldots+\pi_{\ell-1}\right)=\pi_{\ell}$, (all of which belong to the set $\{1, \ldots, m-1\}$ ).
i) Take $\overrightarrow{\mathbb{A}}^{0}[\pi]=\overrightarrow{\mathbb{A}}_{m}\left[\mathbf{t}(m-1), \mathbf{s}\left(i_{1}\right)\right]\left[\mathbf{s}\left(i_{1}\right), \mathbf{s}\left(i_{2}\right)\right] \cdots\left[\mathbf{s}\left(i_{\ell-2}\right), \mathbf{s}\left(i_{\ell-1}\right)\right]$ if $\ell>1$, and $\overrightarrow{\mathbb{A}}^{0}[(m)]=$ $\overrightarrow{\mathbb{A}}_{m}$ if $\ell=1$. Define recursively for $d>0$,

$$
\overrightarrow{\mathbb{A}}^{\mathrm{d}}[\pi]= \begin{cases}\left(\overrightarrow{\mathbb{A}}^{\mathrm{d}-1}[\pi]\right)\left[\mathbf{s}\left(i_{\ell-1}\right), \mathbf{s}\left(i_{\ell-2}\right)\right]\left[\mathbf{s}\left(i_{\ell-2}\right), \mathbf{s}\left(i_{\ell-1}\right)\right], & \text { if } \ell>2 \\ \left(\overrightarrow{\mathbb{A}}^{\mathrm{d}-1}[\pi]\right)\left[\mathbf{s}\left(i_{1}\right), \mathbf{t}(m-1)\right]\left[\mathbf{t}(m-1), \mathbf{s}\left(i_{1}\right)\right], & \text { if } \ell=2 \\ \left(\overrightarrow{\mathbb{A}}^{\mathrm{d}-1}[\pi]\right)[\mathbf{t}(m-1), \mathbf{s}(m-1)][\mathbf{s}(m-1), \mathbf{t}(m-1)], & \text { if } \ell=1\end{cases}
$$

ii) Take $\overrightarrow{\mathbb{S}}^{0}[\pi]=\overrightarrow{\mathbb{S}}_{m}\left[\mathbf{s}(1), \mathbf{t}\left(i_{1}\right)\right]\left[\mathbf{s}(1), \mathbf{t}\left(i_{2}\right)\right] \cdots\left[\mathbf{s}(1), \mathbf{t}\left(i_{\ell-1}\right)\right]$ if $\ell>1$, and $\overrightarrow{\mathbb{S}}^{0}[(m)]=\overrightarrow{\mathbb{S}}_{m}$ if $\ell=1$. Define recursively for $\mathbb{d}>0$,

$$
\overrightarrow{\mathbb{S}}^{\mathbb{d}}[\pi]= \begin{cases}\left(\overrightarrow{\mathbb{S}}^{\mathrm{d}-1}[\pi]\right)\left[\mathbf{s}(1), \mathbf{t}\left(i_{\ell-1}\right)\right]\left[\mathbf{s}(1), \mathbf{t}\left(i_{\ell-1}\right)\right], & \text { if } \ell>1, \\ \left(\overrightarrow{\mathbb{S}}^{\mathrm{d}-1}[\pi]\right)[\mathbf{s}(1), \mathbf{t}(m-1)][\mathbf{s}(1), \mathbf{t}(m-1)], & \text { if } \ell=1\end{cases}
$$

For example, if $m=2, \pi=(1,1)$ and $d=1$, then $n=4, i_{1}=1$, and

If $m=7, \pi=(3,2,2)$ and $\mathbb{d}=1$, then $n=10, i_{1}=4, i_{2}=2$, and we have



Remark 5.3. For any partition $\pi$ of an integer $m \geqslant 2$, and any $d \geqslant 0$, the connected quivers $\overrightarrow{\mathbb{A}}^{\mathbb{d}}[\pi]$ and $\overrightarrow{\mathbb{S}}^{\mathrm{d}}[\pi]$ are loop-less and inverse of each other.

## Proof:

Take $Q=\overrightarrow{\mathbb{A}}^{\mathrm{d}}[\pi]=\left(Q_{0}, Q_{1}, \mathbf{s}, \mathbf{t}\right)$, and keep the notation of Definition 5.2, Observe first that if $\ell>1$, then

$$
\mathbf{t}(m-1)=m>i_{1}>i_{2}>\ldots>i_{\ell-1}>0 .
$$

Since the first $m-1$ arrows of $Q$ constitute the linear quiver $\overrightarrow{\mathbb{A}}_{m}$, then $Q$ is a connected loop-less quiver. Clearly, the same holds if $\ell=1$. Moreover, in any case we have $\mathbf{t}(i)=\mathbf{s}(i+1)$ for any $i=1, \ldots, n-1$. This shows that for any $i \in Q_{1}$,

$$
\alpha_{Q}^{-}\left(i^{-1}\right)=i^{-1}(i-1)^{-1} \cdots 2^{-1} 1^{-1}
$$

and therefore, $\mathbf{s}^{*}\left(i^{*}\right)=\mathbf{t}\left(1^{-1}\right)=\mathbf{s}(1)$ (see definition right before Proposition 2.2). On the other hand,

$$
\alpha_{Q}^{-}\left(i^{+1}\right)= \begin{cases}i, & \text { if } i=1, \ldots, m-1, \\ i i_{t}, & \text { if } i=m, \ldots, m+\ell-2, \\ i \alpha_{Q}^{-}\left((i-1)^{+1}\right), & \text { if } i=m+\ell-1, \ldots, n,\end{cases}
$$

where the list $m, \ldots, m+\ell-2$ is empty if $\ell=1$. Then

$$
\mathbf{t}^{*}\left(i^{*}\right)= \begin{cases}\mathbf{t}(i), & \text { if } i=1, \ldots, m-1, \\ \mathbf{t}\left(i_{t}\right), & \text { if } i=m, \ldots, m+\ell-2, \\ \mathbf{t}(j), & \text { if } i=m+\ell-1, \ldots, n,\end{cases}
$$

where $j=i_{\ell-1}$ if $\ell>1$ and $j=m-1$ if $\ell=1$. Taking $Q^{\prime}=\overrightarrow{\mathbb{S}}^{\mathbb{d}}[\pi]=\left(Q_{0}^{\prime}, Q_{1}^{\prime}, \mathbf{s}^{\prime}, \mathbf{t}^{\prime}\right)$, we observe directly form Definition 5.2 (ii) that $\mathbf{s}^{*}=\mathbf{s}^{\prime}$ and $\mathbf{t}^{*}=\mathbf{t}^{\prime}$, that is,

$$
\left(\overrightarrow{\mathbb{A}}^{\mathbb{d}}[\pi]\right)^{-1}=\overrightarrow{\mathbb{S}}^{\mathrm{d}}[\pi] .
$$

By Proposition 2.2, the quiver $Q^{\prime}$ is also connected and loop-less.
Note that the column vector $\mathbb{1}$ having all entries equal to 1 is always a root of $q_{Q}$ for $Q=\overrightarrow{\mathbb{A}}^{\mathrm{d}}[\pi]$, and that $q_{Q^{-1}}$ is always a weakly positive unit form (for $Q^{-1}=\overrightarrow{\mathbb{S}}^{\mathrm{d}}[\pi]$ ).

## 6. Proof of main results

For a permutation $\rho$ of the vertices $Q_{0}$ of a quiver $Q=\left(Q_{0}, Q_{1}, \mathbf{s}, \mathbf{t}\right)$, denote by $\rho \cdot Q=\left(Q_{0}, Q_{1}^{\prime}, \mathbf{s}^{\prime}, \mathbf{t}^{\prime}\right)$ the quiver obtained by determining

$$
\mathbf{s}^{\prime}\left(i^{\prime}\right)=\rho(\mathbf{s}(i)), \quad \text { and } \quad \mathbf{t}\left(i^{\prime}\right)=\rho(\mathbf{t}(i))
$$

for an arrow $i^{\prime}$ in $\rho \cdot Q$ corresponding to the arrow $i$ in $Q$. In other words, $\rho \cdot Q$ is the unique quiver satisfying $I(\rho \cdot Q)=P(\rho) I(Q)$. Observe that $\breve{G}_{\rho \cdot Q}=\breve{G}_{Q}$, and that $(\rho \cdot Q)^{-1}=\rho \cdot Q^{-1}$. Indeed,

$$
I\left((\rho \cdot Q)^{-1}\right)=I(\rho \cdot Q) \check{G}_{\rho \cdot Q}^{-1}=P(\rho) I(Q) \check{G}_{Q}^{-1}=P(\rho) I\left(Q^{-1}\right)=I\left(\rho \cdot Q^{-1}\right)
$$

The quadratic form $q_{Q}$ associated to a quiver $Q$ is given by $q_{Q}(x)=\frac{1}{2}\|I(Q) x\|^{2}$ for $x \in \mathbb{Z}^{n}$ (cf. [13, Definition 3.1]).

Lemma 6.1. Let $Q$ and $Q^{\prime}$ be connected loop-less quivers with $n$ arrows and $m$ vertices.
i) If $q_{Q^{\prime}}=q_{Q}$, then there is a permutation of vertices $\rho$ such that

$$
\rho \cdot Q^{\prime}=Q, \quad \text { or } \quad \rho \cdot Q^{\prime}=Q^{o p},
$$

where $Q^{o p}$ denotes the quiver obtained from $Q$ by changing the orientation of all arrows (the opposite quiver of $Q$ ).
ii) If $q_{Q^{\prime}} \sim q_{Q}$, then there is a permutation of vertices $\rho$ such that

$$
I\left(\rho \cdot Q^{\prime}\right)=I(Q) B
$$

for some $\mathbb{Z}$-invertible matrix $B$.
iii) If $q_{Q^{\prime}} \approx q_{Q}$, then there is a permutation of vertices $\rho$ such that

$$
I\left(\rho \cdot Q^{\prime}\right)=I(Q) B, \quad \text { and } \quad \check{G}_{Q^{\prime}}=\check{G}_{\rho \cdot Q^{\prime}}=B^{\operatorname{tr}} \check{G}_{Q} B
$$

for some $\mathbb{Z}$-invertible matrix $B$. In particular, $I\left(\rho \cdot\left(Q^{\prime}\right)^{-1}\right)=I\left(Q^{-1}\right) B^{-\mathbf{t r}}$.

## Proof:

For $(i)$, if $q_{Q^{\prime}}=q_{Q}$, by [12, Corollary 7.3] there is either an isomorphism of quivers $\left(f_{0}, f_{1}\right): Q^{\prime} \rightarrow$ $Q$, or an isomorphism $\left(f_{0}, f_{1}\right): Q^{\prime} \rightarrow Q^{o p}$. This means that, taking $\rho=f_{0}$, we have $\rho \cdot Q^{\prime}=Q$ or $\rho \cdot Q^{\prime}=Q^{o p}$.

To show (ii), assume that there is a $\mathbb{Z}$-invertible matrix $C$ such that $q_{Q^{\prime}}=q_{Q} C$. Then the columns $c_{1}, \ldots, c_{n}$ of $C$ are roots of the unit form $q_{Q}$ (since $q_{Q^{\prime}}$ is unitary), and by [12, Lemma 6.1] there are walks $\gamma_{1}, \ldots, \gamma_{n}$ in $Q$ such that $c_{i}=\underline{\operatorname{inc}}\left(\gamma_{i}\right)$ for $i=1, \ldots, n$. Denote by $Q^{\prime \prime}$ the quiver with $Q_{0}^{\prime \prime}=Q_{0}$ having an arrow $i \in Q_{1}^{\prime \prime}$ from $\mathbf{s}\left(\gamma_{i}\right)$ to $\mathbf{t}\left(\gamma_{i}\right)$ for each $i=1, \ldots, n$. Then, by Remark 3.2, we have $I\left(Q^{\prime \prime}\right)=I(Q) C$, and therefore

$$
q_{Q^{\prime \prime}}(x)=\frac{1}{2} x^{\mathbf{t r}} I\left(Q^{\prime \prime}\right)^{\mathbf{t r}} I\left(Q^{\prime \prime}\right) x=\frac{1}{2} x^{\operatorname{tr}} C^{\mathbf{t r}} I(Q)^{\mathbf{t r}} I(Q) C x=q_{Q}(C x)=q_{Q^{\prime}}(x),
$$

for any $x \in \mathbb{Z}^{n}$. By $(i)$, there is a permutation $\rho$ of $Q_{0}$ with $\rho \cdot Q^{\prime}=Q^{\prime \prime}$ or $\rho \cdot Q^{\prime}=\left(Q^{\prime \prime}\right)^{o p}$. Taking $B=C$ in the first case, and $B=-C$ in the second case, we get

$$
I\left(\rho \cdot Q^{\prime}\right)=I\left(Q^{\prime \prime}\right)=I(Q) C=I(Q) B, \quad \text { or } \quad I\left(\rho \cdot Q^{\prime}\right)=I\left(\left(Q^{\prime \prime}\right)^{o p}\right)=-I(Q) C=I(Q) B
$$

since $I\left(Q^{o p}\right)=-I(Q)$.
To show (iii), take $C$ such that $\check{G}_{Q^{\prime}}=C^{\operatorname{tr}} \breve{G}_{Q} C$. By (ii) we may assume that there is a permutation $\rho$ of $Q_{0}$ and a matrix $B$ such that $I\left(\rho \cdot Q^{\prime}\right)=I(Q) B$ and $\check{G}_{Q^{\prime}}=B^{\operatorname{tr}} \check{G}_{Q} B$ (for $B= \pm C$ ). To show the last claim note that, using Proposition 2.2,

$$
I\left(\rho \cdot\left(Q^{\prime}\right)^{-1}\right)=I\left(\rho \cdot Q^{\prime}\right) \check{G}_{Q^{\prime}}^{-1}=[I(Q) B]\left[B^{\operatorname{tr}} \check{G}_{Q} B\right]^{-1}=I(Q) \check{G}_{Q}^{-1} B^{-\mathbf{t r}}=I\left(Q^{-1}\right) B^{-\mathbf{t r}}
$$

which completes the proof.
The following is our main definition. Denote by $\mathcal{P}(m)$ the set of partitions of the integer $m \geqslant 2$.
Definition 6.2. Take $0 \leqslant c<n$ and $m=n-c+1$. Assume that $q \in \operatorname{UQuad}_{\mathbb{A}}^{c}(n)$, and that $Q \in \mathbf{U Q u i v}_{m}(n)$ is a loop-less quiver such that $q=q_{Q}$. We define a function ct : $\mathbf{U Q u a d}_{\mathbb{A}}^{c}(n) \rightarrow$ $\mathcal{P}(m)$ as the cycle type $\boldsymbol{c t}(q):=\boldsymbol{c t}(Q)$ of $Q$.

By Lemma6.1 $(i)$, the assignment $q \mapsto \operatorname{ct}(q)$ is well defined. Indeed, if $q=q_{Q^{\prime}}$ for some other quiver $Q^{\prime}$, then $\mathbf{c t}\left(Q^{\prime}\right)=\mathbf{c t}\left(\rho \cdot Q^{\prime}\right)=\mathbf{c t}\left(\left(\rho \cdot Q^{\prime}\right)^{o p}\right)=\mathbf{c t}(Q)$.

Theorem 6.3. For any integers $0 \leqslant c<n$, the function ct given in Definition 6.2 is invariant under strong Gram congruence. Moreover, the image $\operatorname{ct}\left[\mathbf{U Q u a d}_{\mathbb{A}}^{c}(n)\right]$ of $\mathbf{c t}$ is exactly $\mathcal{P}_{1}^{c}(n-c+1)$, and for any $q$ in $\mathbf{U Q u a d}_{\mathbb{A}}^{c}(n)$, the Coxeter polynomial of $q$ is given by

$$
\varphi_{q}(\lambda)=(\lambda-1)^{c-1} \operatorname{char}_{\mathbf{c t}(q)}(\lambda)
$$

## Proof:

Assume that $q^{\prime} \approx q$, and choose quivers $Q$ and $Q^{\prime}$ such that $q=q_{Q}$ and $q^{\prime}=q_{Q^{\prime}}$. By Lemma6.1 (iii), we may assume that there is a $\mathbb{Z}$-invertible matrix $B$ such that $I\left(Q^{\prime}\right)=I(Q) B$ and $I\left(\left(Q^{\prime}\right)^{-1}\right)=$ $I\left(Q^{\prime}\right) B^{-\mathbf{t r}}$ (by replacing $\rho \cdot Q^{\prime}$ by $Q^{\prime}$ if necessary). Then

$$
\Lambda_{Q^{\prime}}=\mathbf{I}-I\left(\left(Q^{\prime}\right)^{-1}\right) I\left(Q^{\prime}\right)^{\mathbf{t r}}=\mathbf{I}-I\left(Q^{-1}\right) B^{-\mathbf{t r}} B^{\operatorname{tr}} I(Q)^{\mathbf{t r}}=\mathbf{I}-I\left(Q^{-1}\right) I(Q)^{\mathbf{t r}}=\Lambda_{Q}
$$

and by Theorem 3.3, we have $\xi_{Q^{\prime}}^{-}=\xi_{Q}^{-}$. In particular,

$$
\operatorname{ct}\left(q^{\prime}\right)=\boldsymbol{\operatorname { c t }}\left(Q^{\prime}\right)=\mathbf{c t}\left(\xi_{Q^{\prime}}^{-}\right)=\mathbf{c t}\left(\xi_{Q}^{-}\right)=\mathbf{c t}(Q)=\boldsymbol{\operatorname { t t }}(q)
$$

Now, by definition and Proposition 4.5, the partition $\mathbf{c t}(q)$ belongs to the set $\mathcal{P}_{1}^{c}(n-c+1)=$ $\mathcal{P}_{1}^{c}(m)$, for any quadratic form $q$ in $\mathbf{U Q u a d}_{\mathbb{A}}^{c}(n)$. That any partition in $\mathcal{P}_{1}^{c}(m)$ is the cycle type $\operatorname{ct}(q)$ of a quadratic form $q$ in $\mathbf{U Q u a d}_{\mathbb{A}}^{c}(n)$ follows from Definition 5.2. Indeed, take $\pi \in \mathcal{P}_{1}^{c}(m)$ with $\ell=\ell(\pi)$, and consider the quiver $Q=\overrightarrow{\mathbb{A}}^{\mathbb{d}}[\pi]$ where $c=\ell-1+2 \mathbb{d}$. Then $q_{Q} \in \operatorname{UQuad}_{\mathbb{A}}^{c}(n)$ and $\operatorname{ct}\left(q_{Q}\right)=\pi$. The description of Coxeter polynomials was shown in Corollary 4.3.

Recall that the Coxeter matrix $\Phi_{q}$ of a non-negative unit form $q$ is a weakly periodic matrix, that is, there is a minimal $k \geqslant 1$ such that $\mathbf{I}-\Phi_{q}^{k}$ is a nilpotent matrix (cf. [21] or [2]). Such minimal power, denoted by $\mathbf{C}_{r e}(q)=k$, is called reduced Coxeter number of $q$. In case $\Phi_{q}^{k}=\mathbf{I}$ for some minimal $k \geqslant 1$, then $\mathbf{c}(q)=k$ is called Coxeter number of $q$, otherwise we set $\mathbf{c}(q)=\infty$.

Corollary 6.4. Let $q$ be a unit form in $\operatorname{UQuad}_{\mathbb{A}}^{c}(n)$, and consider its cycle type $\mathbf{c t}(q)=\left(\pi_{1}, \ldots, \pi_{\ell}\right)$. Then
i) The Coxeter number $\mathbf{c}(q)$ of $q$ is finite if and only if $\ell=1$, in which case $\mathbf{c}(q)=\pi_{1}$.
ii) The reduced Coxeter number $\mathbf{C}_{r e}(q)$ of $q$ is given by

$$
\mathbf{C}_{r e}(q)=\operatorname{lcm}\left(\pi_{1}, \ldots, \pi_{\ell}\right),
$$

where $\mathbf{l c m}$ denotes least common multiple.

## Proof:

Take $q=q_{Q}$ for some quiver $Q$. By Theorem 3.3 we have $\Phi_{q}=\Phi_{Q}$. Let us first show that $\Phi_{Q}^{k}=$ $\mathbf{I}-I(Q)^{\mathbf{t r}} \nu_{k}\left(\Lambda_{Q}\right) I\left(Q^{-1}\right)$ for any $k \geqslant 1$, where $\nu_{k}(\lambda)$ is the polynomial $\nu_{k}(\lambda)=\lambda^{k-1}+\lambda^{k-2}+$ $\ldots+\lambda+1$. Indeed, by induction on $k$ and from Theorem 3.3, we have

$$
\begin{align*}
\Phi_{Q}^{k} & =\Phi_{Q} \Phi_{Q}^{k-1}=\left[\mathbf{I}-I(Q)^{\mathbf{t r}} I\left(Q^{-1}\right)\right]\left[\mathbf{I}-I(Q)^{\mathbf{t r}} \nu_{k-1}\left(\Lambda_{Q}\right) I\left(Q^{-1}\right)\right] \\
& =\mathbf{I}-I(Q)^{\mathbf{t r}}\left[\mathbf{I}+\nu_{k-1}\left(\Lambda_{Q}\right)-I\left(Q^{-1}\right) I(Q)^{\mathbf{t r}} \nu_{k-1}\left(\Lambda_{Q}\right)\right] I\left(Q^{-1}\right) \\
& =\mathbf{I}-I(Q)^{\mathbf{t r}}\left[\mathbf{I}+\left[\mathbf{I}-I\left(Q^{-1}\right) I(Q)^{\mathbf{t r}}\right] \nu_{k-1}\left(\Lambda_{Q}\right)\right] I\left(Q^{-1}\right) \\
& =\mathbf{I}-I(Q)^{\mathbf{t r}}\left[\mathbf{I}+\Lambda_{Q} \nu_{k-1}\left(\Lambda_{Q}\right)\right] I\left(Q^{-1}\right) \\
& =\mathbf{I}-I(Q)^{\mathbf{t r}} \nu_{k}\left(\Lambda_{Q}\right) I\left(Q^{-1}\right) . \tag{2}
\end{align*}
$$

For a vertex $v \in Q_{0}$ and an integer $a \geqslant 0$, take $v_{a}=\left(\xi_{Q}^{-}\right)^{a}(v)$. Let $\beta$ be a walk in $Q^{-1}$ from a vertex $v$ to a different vertex $w$. Note that, using equation $\Lambda_{Q}=P\left(\xi_{Q}^{-}\right)$of Theorem 3.3, and Remark 3.2, we have

$$
\begin{align*}
I(Q)\left[\mathbf{I}-\Phi_{Q}^{k}\right] \underline{\mathbf{i n c}}(\beta) & =I(Q) I(Q)^{\mathbf{t r}} \nu_{k}\left(\Lambda_{Q}\right) I\left(Q^{-1}\right) \underline{\mathbf{i n c}}(\beta) \\
& =L_{Q} \nu_{k}\left(\Lambda_{Q}\right)\left(\mathbf{e}_{v}-\mathbf{e}_{w}\right) \\
& =L_{Q}\left[\left(\mathbf{e}_{v_{0}}+\ldots+\mathbf{e}_{v_{k-1}}\right)-\left(\mathbf{e}_{w_{0}}+\ldots+\mathbf{e}_{w_{k-1}}\right)\right] . \tag{3}
\end{align*}
$$

Recall that, since $Q$ is connected, the null space of the Laplace matrix $L_{Q}$ is generated by the (column) vector $\mathbb{1} \in \mathbb{Z}^{m}$ with all entries equal to 1 (Theorem 3.3 (ii)).

To show $(i)$, assume first that $\ell=1$. Then $\nu_{\pi_{1}}\left(\Lambda_{Q}\right)=\pi_{1}\left[\mathbb{1}^{\mathbf{t r}}\right]$ (that is, the matrix with all entries equal to $\pi_{1}$ ), and therefore, $\Phi_{Q}^{\pi_{1}}=\mathbf{I}$ by equation (2). Now, if $1 \leqslant k<\pi_{1}$, taking a walk from $v$ to $w=v_{1}$, from (3) we get

$$
I(Q)\left[\mathbf{I}-\Phi_{Q}^{k}\right] \underline{\mathbf{i n c}}(\beta)=L_{Q}\left(\mathbf{e}_{v_{0}}-\mathbf{e}_{v_{k}}\right) \neq 0
$$

since $v_{0} \neq v_{k}$ (for $\ell=1$ and $k<\pi_{1}$ ). This shows that the Coxeter number of $q$ is $\mathbf{c}(q)=\pi_{1}$.

Assume now that $\ell>1$. Note that if $v$ and $w$ belong to different $\xi_{Q}^{-}$orbits in $Q_{0}$, then

$$
\left(\mathbf{e}_{v_{0}}+\ldots+\mathbf{e}_{v_{k-1}}\right)-\left(\mathbf{e}_{w_{0}}+\ldots+\mathbf{e}_{w_{k-1}}\right) \notin \mathbb{Z} \mathbb{1},
$$

and therefore, by (3) we have $\Phi_{Q}^{k} \neq \mathbf{I}$ for any $k \geqslant 1$, which completes the proof of $(i)$.
Observe now that,

$$
\begin{align*}
{\left[\mathbf{I}-\Phi_{Q}^{k}\right]\left[\mathbf{I}-\Phi_{Q}\right] } & =\left[I(Q)^{\mathbf{t r}} \nu_{k}\left(\Lambda_{Q}\right) I\left(Q^{-1}\right)\right]\left[I(Q)^{\operatorname{tr}} I\left(Q^{-1}\right)\right] \\
& =I(Q)^{\operatorname{tr}}\left[\nu_{k}\left(\Lambda_{Q}\right)\left(\mathbf{I}-\Lambda_{Q}\right)\right] I\left(Q^{-1}\right) \\
& =I(Q)^{\operatorname{tr}}\left[\mathbf{I}-\Lambda_{Q}^{k}\right] I\left(Q^{-1}\right) \tag{4}
\end{align*}
$$

and

$$
\begin{align*}
{\left[\mathbf{I}-\Phi_{Q}^{k}\right]^{2} } & =\left[I(Q)^{\mathbf{t r}} \nu_{k}\left(\Lambda_{Q}\right) I\left(Q^{-1}\right)\right]\left[I(Q)^{\mathbf{t r}} \nu_{k}\left(\Lambda_{Q}\right) I\left(Q^{-1}\right)\right] \\
& =I(Q)^{\mathbf{t r}}\left[\nu_{k}\left(\Lambda_{Q}\right)\left(\mathbf{I}-\Lambda_{Q}\right) \nu_{k}\left(\Lambda_{Q}\right)\right] I\left(Q^{-1}\right) \\
& =I(Q)^{\mathbf{t r}}\left[\nu_{k}\left(\Lambda_{Q}\right)\left(\mathbf{I}-\Lambda_{Q}^{k}\right)\right] I\left(Q^{-1}\right) \tag{5}
\end{align*}
$$

To show (ii), recall that the order of $\xi_{Q}^{-}$is $\operatorname{lcm}\left(\boldsymbol{c t}\left(\xi_{Q}^{-}\right)\right)$. Since $\Lambda_{Q}=P\left(\xi_{Q}^{-}\right)$, by (4) we have $\left[\mathbf{I}-\Phi_{Q}^{k}\right]\left[\mathbf{I}-\Phi_{Q}\right]=0$ if $k=\operatorname{lcm}(\mathbf{c t}(q))$, that is,

$$
\left[\mathbf{I}-\Phi_{Q}^{k}\right]^{2}=\left[\mathbf{I}-\Phi_{Q}^{k}\right]\left[\mathbf{I}-\Phi_{Q}\right] \nu_{k}\left(\Phi_{Q}\right)=0 .
$$

Assume now that $k<\operatorname{lcm}(\operatorname{ct}(q))$, and choose a vertex $v \in Q_{0}$ such that $v \neq v_{k}$. Take $w=v_{1}$ and $\beta$ a walk from $v$ to $w$ in $Q^{-1}$. Similarly, as in (3), by (5) we have

$$
\begin{aligned}
I(Q)\left[\mathbf{I}-\Phi_{Q}^{k}\right]^{2} \underline{\mathbf{i n c}}(\beta) & =L_{Q} \nu_{k}\left(\Lambda_{Q}\right)\left(\mathbf{I}-\Lambda_{Q}^{k}\right)\left(\mathbf{e}_{v_{0}}-\mathbf{e}_{v_{1}}\right) \\
& =L_{Q} \nu_{k}\left(\Lambda_{Q}\right)\left[\left(\mathbf{e}_{v_{0}}-\mathbf{e}_{v_{1}}\right)-\left(\mathbf{e}_{v_{k}}-\mathbf{e}_{v_{k+1}}\right)\right] \\
& =L_{Q}\left[\mathbf{e}_{v_{0}}+\mathbf{e}_{v_{2 k}}-2 \mathbf{e}_{v_{k}}\right] \neq 0,
\end{aligned}
$$

since $\mathbf{e}_{v_{0}}+\mathbf{e}_{v_{2 k}}-2 \mathbf{e}_{v_{k}} \notin \mathbb{Z} \mathbb{1}$, for $v_{0} \neq v_{k}$. This shows that $\left[\mathbf{I}-\Phi_{Q}^{k}\right]^{2} \neq 0$ for $k<\operatorname{lcm}(\boldsymbol{c t}(q))$, which completes the proof.

To illustrate the main results, we end this section with some examples of Coxeter polynomials and (reduced) Coxeter numbers that occur among quadratic forms $q \in \operatorname{UQuad}_{\mathbb{A}}^{c}(n)$ for small $n$ and $c$. For instance, if $n=5$ and $c=2$, then $m=n-c+1=4$ and the set

$$
\mathcal{P}_{1}^{2}(4)=\{\pi \vdash m \mid \ell(\pi) \in\{1,3\}\},
$$

contains only two partitions, namely (4) and $(2,1,1)$. By Theorem 6.3 and Corollary 6.4, for $q \in$ $\mathbf{U Q u a d}_{\mathbb{A}}^{2}(5)$ we have either

$$
\varphi_{q}(\lambda)=\left(\lambda^{4}-1\right)(\lambda-1), \quad \text { or } \quad \varphi_{q}(\lambda)=\left(\lambda^{2}-1\right)(\lambda-1)^{3},
$$

with corresponding Coxeter numbers 4 and $\infty$, and reduced Coxeter numbers 4 and 2. Similarly, if $n=8$ and $c=4$, then $m=n-c+1=5$, and

$$
\mathcal{P}_{1}^{4}(5)=\{\pi \vdash m \mid \ell(\pi) \in\{1,3,5\}\} .
$$

The four partitions in $\mathcal{P}_{1}^{4}(5)$, and corresponding Coxeter polynomials and (reduced) Coxeter numbers among the unit forms in $\mathbf{U Q u a d}_{\mathbb{A}}^{4}(8)$, are listed in the following table.
Partition Coxeter polynomial Coxeter number $\quad$ Reduced Coxeter number
$\left(\lambda^{5}-1\right)(\lambda-1)^{3} \quad 5 \quad 5$
$\left(\lambda^{3}-1\right)(\lambda-1)^{5} \infty$
3
$(2,2,1) \quad\left(\lambda^{2}-1\right)^{2}(\lambda-1)^{4} \quad \infty \quad 2$
$(1,1,1,1,1) \quad \infty \quad 1$

## 7. Comments and algorithms

An important problem in the theory of quadratic forms, or the corresponding graphical formulation in terms of edge-bipartite graphs developed by Simson and collaborators [25, 27, 31], is to find characterizations for the strong Gram congruence. So far, the pair consisting of the Dynkin type and the spectrum of the Coxeter polynomial of a connected non-negative unit form $q$ (the so-called Coxeter-Dynkin type of $q$ ), seems to be a good candidate for such characterization (see for instance [25], Problem 1.9]).

## Problem A.

Let $q$ and $\widetilde{q}$ be connected weakly Gram congruent non-negative unit forms. If the Coxeter polynomials of $q$ and $\widetilde{q}$ coincide, are the unit forms $q$ and $\widetilde{q}$ strongly Gram congruent?

An affirmative answer to Problem A for positive unit forms with small number of variables (not exceeding 9), including the exceptional cases $\mathbb{E}_{6}, \mathbb{E}_{7}$ and $\mathbb{E}_{8}$, is part of the work of Simson [27] and collaborators [6, 15, 16, 17], aiming much general problems on edge-bipartite graphs, morsifications and mesh-geometries. The positive cases of Dynkin type $\mathbb{D}_{n}$ and $\mathbb{A}_{n}$ were solved recently in [28] and [29] respectively, also in a wider context, and similar results for principal unit forms associated to posets were shown in [11]. The main construction of the paper, the cycle type, allows a reformulation of Problem A for the case of Dynkin type $\mathbb{A}_{r}$ :

## Problem B.

Does the cycle type assignment induce a bijection

$$
\mathbf{c t}:\left[\operatorname{UQuad}_{\mathbb{A}}^{c}(n) / \approx\right] \longrightarrow \mathcal{P}_{1}^{c}(n-c+1),
$$

for any $n \geqslant 1$ and $0 \leqslant c<n$ ?
The bijectivity of $\mathbf{c t}$ for the cases $c \in\{0,1\}$ is consequence of the main results Theorems 3.16 and 4.12 of [13], concerning the positive and principal cases of Dynkin type $\mathbb{A}_{n}$ respectively. In an upcoming work [14] we will approach Problem B in full generality with matricial techniques.

Let $\operatorname{CSpec}(q)$ denote the Coxeter spectrum of a connected non-negative unit form $q$, that is, the multi-set of roots of the Coxeter polynomial $\varphi_{q}(\lambda)$. By non-negativity, every $\lambda \in \operatorname{CSpec}(q)$ is a root of unity (cf. [21, Theorems 2.6 and 3.4]).

Remark 7.1. Let $q$ be a unit form in $\operatorname{UQuad}_{\mathbb{A}}^{c}(n)$, for $n \geqslant 1$ and $0 \leqslant c<n$, and consider the cycle type $\boldsymbol{c t}(q)=\left(\pi_{1}, \ldots, \pi_{\ell}\right)$ of $q$.
a) If $\eta$ is a primitive $d$-root of unity for some $d>1$, then the multiplicity of $\eta$ in $\operatorname{CSpec}(q)$ is

$$
\#\left\{a \in\{1, \ldots, \ell\} \text { such that } d \text { divides } \pi_{a}\right\}
$$

where $\# S$ denotes the cardinality of a set $S$.
b) The multiplicity of 1 in $\operatorname{CSpec}(q)$ is $c+(\ell-1)$.

## Proof:

Recall from Corollary 4.3 that the Coxeter polynomial of $q$ is given by

$$
\varphi_{q}(\lambda)=(\lambda-1)^{c-1} \prod_{a=1}^{\ell}\left(\lambda^{\pi_{a}}-1\right)
$$

Let $\eta$ be a primitive $d$-root of unity for some $d>1$. It is well known that $\eta$ is a root of $\left(\lambda^{t}-1\right)$ if and only if $d$ divides $t$, and in that case the multiplicity of $\eta$ is one (see for instance [18, §3.3]). This shows claim (a). To show (b) consider the alternative factorization (1) of $\varphi_{q}(\lambda)$ given right after Corollary 4.3 ,

$$
\varphi_{Q}(\lambda)=(\lambda-1)^{c+(\ell-1)} \prod_{t=1}^{\ell} \nu_{\pi_{t}}(\lambda) .
$$

Thus, claim (b) holds since $\nu_{t}(1) \neq 0$ for any $t \geqslant 0$.
With Problem B in mind, the unit forms associated to the representative quivers of Section 5are proposed representatives of the strong Gram classes in $\operatorname{UQuad}_{\mathbb{A}}^{c}(n)$, playing the role of the canonical extensions of $\mathbb{A}_{r}$ defined by Simson in [25] for the weak Gram congruence. The following straightforward observation, relating Simson's construction with those in Section 5, will be useful for our computations.

Remark 7.2. For $r \geqslant 1$ and $c \geqslant 0$, consider the quiver with $r+1$ vertices and $r+c$ arrows, given by

$$
Q_{r}^{c}= \begin{cases}\overrightarrow{\mathbb{A}}^{\frac{c}{2}}[(r+1)] \mathcal{V}_{r}^{c} \mathcal{T}, & \text { if } c \text { is even } \\ \overrightarrow{\mathbb{A}}^{\frac{c-1}{2}}[(r, 1)] \mathcal{V}_{r}^{c}, & \text { if } c \text { is odd }\end{cases}
$$

where, if $c$ is even, $\mathcal{V}_{r}^{c}$ is the inversion of the arrows $r+2 i$ for $i=1, \ldots, \frac{c}{2}$, and $\mathcal{T}$ is the iterated flation (see definition and notation in [13, §2.5]) given by

$$
\mathcal{T}=\mathcal{T}^{1} \cdots \mathcal{T}^{c / 2}, \quad \text { where } \mathcal{T}^{i}:=\mathcal{T}_{r+i, r-1}^{+1} \cdots \mathcal{T}_{r+i, 2}^{+1} \mathcal{T}_{r+i, 1}^{+1}, \text { for } i=1, \ldots, c / 2
$$

If $c$ is odd, $\mathcal{V}_{r}^{c}$ is the inversion of the arrows $r+2 i$ for $i=1, \ldots, \frac{c-1}{2}$. To be precise,


Let $\widehat{\mathbb{A}}_{r}^{(c)}$ be the canonical $c$-extension of $\mathbb{A}_{r}$ defined in [25]. Then $\widehat{\mathbb{A}}_{r}^{(c)}=\operatorname{Inc}\left(Q_{r}^{c}\right)$.

Next we show how to find a quiver $Q$ with $n$ arrows such that $q=q_{Q}$, given that $q$ is a connected non-negative unit form of Dynkin type $\mathbb{A}_{r}$ in $n \geqslant r$ variables, following [13, Proposition 3.15].

## Algorithm 1.

Input: A connected non-negative quadratic unit form $q$ in $n \geqslant 1$ variables, and of Dynkin type $\mathbb{A}_{r}$ for some $r \geqslant 1$.

Output: A connected loop-less quiver $Q$ with $n$ arrows and $m=r+1$ vertices, such that $q=q_{Q}$.
Step 1. Compute the upper triangular Gram matrix $\breve{G}_{q}$ of $q$, and the corresponding symmetric Gram matrix $G_{q}=\overline{\check{G}_{q}}+\check{G}_{q}^{\text {tr }}$. Recall that $\mathbf{e}_{i} G_{q} \mathbf{e}_{j}=q\left(\mathbf{e}_{i}+\mathbf{e}_{j}\right)-q\left(\mathbf{e}_{i}\right)-q\left(\mathbf{e}_{j}\right)$, for any canonical vectors $\mathbf{e}_{i}, \mathbf{e}_{j}$ in $\mathbb{Z}^{n}$.

Step 2. Find a $\mathbb{Z}$ invertible matrix $B$ such that $G_{\widehat{\mathbb{A}}_{r}^{(c)}}=B^{\operatorname{tr}} G_{q} B$, where $G_{\widehat{\mathbb{A}}_{r}^{(c)}}$ denotes the symmetric Gram matrix of the canonical $c$-extension $\widehat{\mathbb{A}}_{r}^{(c)}$ of $\mathbb{A}_{r}$. For instance, use Algorithm 3.18 in [31].

Step 3. Calculate the inverse matrix $B^{-1}$, and take $I:=I\left(Q_{r}^{c}\right) B^{-1}$ where $Q_{r}^{c}$ is the quiver given in Remark 7.2. Verify that

$$
I^{\operatorname{tr}} I=B^{-\operatorname{tr}} I\left(Q_{r}^{c}\right)^{\operatorname{tr}} I\left(Q_{r}^{c}\right) B^{-1}=B^{-\operatorname{tr}} G_{\widehat{\mathbb{A}}_{r}^{(c)}} B^{-1}=G_{q} .
$$

$\underline{\text { Step 4. Take } Q_{0}=\{1, \ldots, m=r+1\} \text { and } Q_{1}=\{1, \ldots, n\} \text {. For every } i \in Q_{1} \text {, the column vector } b=I \mathbf{e}_{i}, ~\left(Q_{0}\right)}$ satisfies $b^{\operatorname{tr}} b=\mathbf{e}_{i}^{\operatorname{tr}} G_{q} \mathbf{e}_{i}=2$, since $q$ is unitary. Then there are different indices $s, t \in Q_{0}$ with

$$
b=S \mathbf{e}_{s}+T \mathbf{e}_{t}, \quad \text { for some signs } S, T \in\{ \pm 1\} .
$$

Moreover, $\mathbb{1}^{\mathbf{t r}} I=\mathbb{1}^{\mathbf{t r}} I\left(Q_{r}^{c}\right) B^{-1}=0$, which implies that $\mathbb{1}^{\mathbf{t r}} b=0$. Then, after switching the labels $s$ and $t$ if necessary, we may assume that $S=+1$ and $T=-1$. Take $\mathbf{s}(i)=s$ and $\mathbf{t}(i)=t$, which defines a quiver $Q=\left(Q_{0}, Q_{1}, \mathbf{s}, \mathbf{t}\right)$ with $I=I(Q)$. That $Q$ has no loop is clear, since $s \neq t$ for an arrow $i$ as above. That $Q$ is connected follows from [13, Lemma 3.4(d)]. By Step 3 and the definition $q_{Q}(x):=\frac{1}{2}\|I(Q) x\|^{2}$ for $x \in \mathbb{Z}^{n}$, we have

$$
q(x)=\frac{1}{2} x^{\mathbf{t r}} G_{q} x=\frac{1}{2} x^{\mathbf{t r}} I(Q)^{\mathbf{t r}} I(Q) x=q_{Q}(x),
$$

as wanted.
The cycle type $\mathbf{c t}(q)$ of a quadratic form $q$ in $\operatorname{UQuad}_{\mathbb{A}}^{c}(n)$, for any $n \geqslant 1$ and any $0 \leqslant c<n$, can be found directly from a quiver $Q$ with $q=q_{Q}$. Indeed, compute first the permutation $\xi_{Q}^{-}$(either by constructing the structural decreasing walks $\alpha_{Q}^{-}(v)$ for any vertex $v$, or directly by computing the matrix $\Lambda_{Q}=\mathbf{I}_{m}-I(Q) \check{G}_{q}^{-1} I(Q)^{\mathbf{t r}}=P\left(\xi_{Q}^{-}\right)$, cf. Theorem 3.3 and Proposition (2.2). Then find a cycle decomposition of $\xi_{Q}^{-}$, using for instance the full_cyclic_form() sympy Python library function, and store the corresponding lengths, ordered non-increasingly, in a list $\mathbf{c t}(q)$. We stress that the cycle type $\mathbf{c t}(q)$ can be recovered from the Coxeter polynomial of $q$ (or its spectrum), as indicated in Algorithm 2 below. We need the following straightforward observation.

Remark 7.3. Let $\pi=\left(\pi_{1}, \ldots, \pi_{\ell}\right) \vdash m$ be a partition of the integer $m \geqslant 1$. Then

$$
\pi_{1}=\max \left\{t \geqslant 1 \text { such that }\left(\lambda^{t}-1\right) \text { divides } \operatorname{char}_{\pi}(\lambda)\right\}
$$

## Proof:

Take $m_{0}:=\max \left\{t \geqslant 1\right.$ such that $\left(\lambda^{t}-1\right)$ divides $\left.\operatorname{char}_{\pi}(\lambda)\right\}$. Since $\operatorname{char}_{\pi}(\lambda)=\prod_{a=1}^{\ell}\left(\lambda^{\pi_{a}}-1\right)$, clearly $m_{0} \geqslant \max \left\{\pi_{1}, \ldots, \pi_{\ell}\right\}=\pi_{1}$. On the other hand, since $\left(\lambda^{m_{0}}-1\right)$ divides $\operatorname{char}_{\pi}(\lambda)$, any primitive $m_{0}$-root of unity is a root of $\operatorname{char}_{\pi}(\lambda)$. By Remark $7.1(a)$, this means that $m_{0}$ divides $\pi_{a}$ for some $a \in\{1 \ldots, \ell\}$. In particular $m_{0} \leqslant \pi_{1}$, and the claim follows.

## Algorithm 2.

Input: The Coxeter polynomial $\varphi_{q}(\lambda)$ of a quadratic form $q$ in $\operatorname{UQuad}_{\mathbb{A}}^{c}(n)$, for $n \geqslant 1$ and $0 \leqslant c<n$.
Output: The cycle type $\mathbf{c t}(q)$ of $q$.

Step 2. By Theorem6.3, there is a polynomial $p_{0}(\lambda)$ such that $\varphi_{q}(\lambda)=\left(\lambda^{c-1}-1\right) p_{0}(\lambda)$, and a partition $\pi^{0}$ of $m_{0}=m$ such that $p_{0}(\lambda)$ is the characteristic polynomial of $\pi^{0}$.

Step 3. Given the non-constant polynomial $p_{i}(\lambda)$ for $i \geqslant 0$, find the maximal $t \geqslant 1$ such that $p_{i}(\lambda)$ is a multiple of $\left(\lambda^{t}-1\right)$, and define $p_{i+1}(\lambda)$ such that $p_{i}(\lambda)=p_{i+1}(\lambda)\left(\lambda^{t}-1\right)$. By Remark 7.3 if $p_{i}(\lambda)$ is the characteristic polynomial of the partition $\pi^{i}=\left(\pi_{1}^{i}, \ldots, \pi_{\ell_{i}}^{i}\right)$, then $p_{i+1}(\lambda)$ is the characteristic polynomial of the partition $\pi^{i+1}:=\left(\pi_{2}^{i}, \ldots, \pi_{\ell_{i}}^{i}\right)$. Append the integer $t=\pi_{1}^{i}$ to the list $\operatorname{ct}(q)$.

Step 4. Starting with the polynomial $p_{0}(\lambda)$ of Step 2, repeat Step 3 until we find a constant polynomial $p_{\ell}(\lambda) \equiv 1$. We end up with a list $\mathbf{c t}(q)$ with $\ell$ elements, which is the wanted cycle type of $q$ by Remark 7.3

We close our discussion with a procedure to explicitly find all partitions of fixed length (Algorithm 3). Using the Main Theorem of the paper, we may find in this way all Coxeter polynomials among connected non-negative unit forms of Dynkin type $\mathbb{A}_{m-1}$ (Algorithm4). For the sake of readability, partitions of the integer $m \geqslant 1$ will be called simply $m$-partitions.

Algorithm 3. We describe an implementable function partitions_by_length $(m, \ell)$ that recursively constructs all $m$-partitions of fixed length $\ell$.

Input: Integers $m \geqslant 1$ and $\ell \geqslant 1$.
Output: A (possibly empty) set $\mathbf{P}$ containing all $m$-partitions of length $\ell$.
Step 1. If $1<\ell<m$, consider the result $\mathbf{P}^{\prime}$ of partitions_by_length $(m-1, \ell-1)$, and take

$$
\mathbf{P}_{1}=\left\{\left(\pi_{1}^{\prime}, \ldots, \pi_{\ell-1}^{\prime}, 1\right) \text { such that }\left(\pi_{1}^{\prime} \ldots, \pi_{\ell-1}^{\prime}\right) \in \mathbf{P}^{\prime}\right\} .
$$

Clearly, $\mathbf{P}_{1}$ is the set of all $m$-partitions $\left(\pi_{1}, \ldots, \pi_{\ell}\right)$ of length $\ell$ having $\pi_{\ell}=1$.
Step 2. If $1<\ell<m$, consider the result $\mathbf{P}^{\prime \prime}$ of partitions_by_length $(m-\ell, \ell)$, and take

$$
\mathbf{P}_{2}=\left\{\left(\pi_{1}^{\prime \prime}+1, \ldots, \pi_{\ell}^{\prime \prime}+1\right) \text { such that }\left(\pi_{1}^{\prime \prime} \ldots, \pi_{\ell}^{\prime \prime}\right) \in \mathbf{P}^{\prime \prime}\right\}
$$

Clearly, $\mathbf{P}_{2}$ is the set of all $m$-partitions $\left(\pi_{1}, \ldots, \pi_{\ell}\right)$ of length $\ell$ having $\pi_{\ell}>1$.
Step 3. Return

$$
\mathbf{P}= \begin{cases}(m), & \text { if } \ell=1, \\ \mathbf{P}_{1} \cup \mathbf{P}_{2}, & \text { if } 1<\ell<m, \\ (1, \ldots, 1), & \text { if } \ell=m, \\ \varnothing, & \text { if } \ell>m\end{cases}
$$

Recall that for any $c \geqslant 0$ and $m \geqslant 1$,

$$
\mathcal{P}_{1}^{c}(m)=\{\pi \vdash m \mid 0 \leqslant c-(\ell(\pi)-1) \equiv 0 \quad \bmod 2\} .
$$

## Algorithm 4.

Input: Integers $n \geqslant 1$ and $0 \leqslant c<n$.
Output: The set $\mathbf{C P}_{\mathbb{A}}^{c}(n)$ of all Coxeter polynomials among the quadratic unit forms in $\operatorname{UQuad}_{\mathbb{A}}^{c}(n)$.


Step 2. For any $\ell \in \mathcal{L}$ take $\mathbf{P}_{\ell}$ the result of the function partitions_by_length $(m, \ell)$ constructed in Algorithm 3 and take the (disjoint) union

$$
\mathbf{P}=\bigcup_{\ell \in \mathcal{L}} \mathbf{P}_{\ell} .
$$

Step 3. For any partition $\pi=\left(\pi_{1}, \ldots, \pi_{\ell}\right)$ in $\mathbf{P}$, take the polynomial

$$
\operatorname{char}_{\pi}(\lambda)=\prod_{a=1}^{\ell}\left(\lambda^{\pi_{a}}-1\right)
$$

and consider the set $\mathbf{C P}_{\mathbb{A}}^{c}(n)=\left\{(\lambda-1)^{c-1} \operatorname{char}_{\pi}(\lambda) \mid \pi \in \mathbf{P}\right\}$. By Theorem6.3, we have

$$
\mathbf{C P}_{\mathbb{A}}^{c}(n)=\left\{\varphi_{q}(\lambda) \mid q \in \mathbf{U Q u a d}_{\mathbb{A}}^{c}(n)\right\},
$$

where $\varphi_{q}(\lambda)$ denotes the Coxeter polynomial of a quadratic form $q$.
Remark 7.4. Observe that, as consequence of Algorithm 2, the sets $\mathbf{P}$ and $\mathbf{C P}_{\mathbb{A}}^{c}(n)$ constructed in Algorithm 4 have the same cardinality. That is, the number of Coxeter polynomials appearing among connected non-negative unit forms in $n$-variables, of Dynkin type $\mathbb{A}_{m-1}$ and corank $c$, is the number of partitions of the integer $m=n-c+1$ whose lengths $\ell$ satisfy $0 \leqslant c-(\ell-1) \equiv 0 \bmod 2$.
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